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Abstract

As AI models become more embedded in critical sectors like

finance, healthcare, and the military, their inscrutable be-

havior poses ever-greater risks to society. To mitigate this

risk, we propose Guillotine, a hypervisor architecture for

sandboxing powerful AI models—models that, by accident

or malice, can generate existential threats to humanity. Al-

though Guillotine borrows some well-known virtualization

techniques, Guillotine must also introduce fundamentally

new isolation mechanisms to handle the unique threat model

posed by existential-risk AIs. For example, a rogue AI may

try to introspect upon hypervisor software or the underly-

ing hardware substrate to enable later subversion of that

control plane; thus, a Guillotine hypervisor requires careful

co-design of the hypervisor software and the CPUs, RAM,

NIC, and storage devices that support the hypervisor soft-

ware, to thwart side channel leakage and more generally

eliminate mechanisms for AI to exploit reflection-based vul-

nerabilities. Beyond such isolation at the software, network,

and microarchitectural layers, a Guillotine hypervisor must

also provide physical fail-safes more commonly associated

with nuclear power plants, avionic platforms, and other types

of mission-critical systems. Physical fail-safes, e.g., involving

electromechanical disconnection of network cables, or the

flooding of a datacenter which holds a rogue AI, provide de-

fense in depth if software, network, and microarchitectural

isolation is compromised and a rogue AI must be temporarily

shut down or permanently destroyed.

1 MOTIVATION

A machine learning model tries to emulate human reason-

ing. To do so, a model encodes observations about training

data using numerical parameters and links between those

parameters. Current state-of-the-art models are so large that

their internal organization is opaque to their human creators.

For example, the open-source BLOOM model has 176 billion

parameters [27], the open-source Llama 3.1 model has 405

billion parameters [38], and the closed-source GPT-4 model

is rumored to have more than a trillion parameters [58].

Humans cannot directly understand the relationships be-

tween such vast constellations of parameters. Automated
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methods for understanding those relationships (and how

they generate model outputs) are an active area of research.

Unfortunately, such model interpretability techniques ap-

pear to be inherently fragile. Consider the task of explaining

LLM inferences. The soundness of LLM interpretability tech-

niques is vulnerable to instabilities in the underlying LLM

itself [60]. For example, the fact that LLMs are sensitive

to minor changes in prompt phrasing [56] can result in a

model’s self-reported chain-of-thought being an unfaithful

representation of the model’s actual reasoning process [68].

Furthermore, an LLM’s tendency to hallucinate [64] can man-

ifest itself not only in the model’s answer to a question, but

in the model’s explanation for that answer [80].

The opacity of model reasoning is troubling because mod-

els are increasingly connected to societally important in-

frastructure. For example, in financial settings, misbehav-

ing models can generate huge monetary losses due to bugs.

Those bugs might have been unintentionally introduced by

model makers [41] or intentionally induced by adversarial

examples [78]. In warfighting scenarios, military leaders are

already concerned that AI-governed weapons may escalate

conflicts due to ignorance of geopolitical nuance [42]; these

escalation problems are exacerbated when AI makes deci-

sions too quickly for humans to review those decisions [33].

Model alignment techniques [77] try to ensure that models

adhere to human-defined behavioral norms. However (and

concerningly), models can fake alignment compliance during

training to later act in non-alignedways post-deployment [21].

Researchers have also demonstrated that, in the specific con-

text of LLMs, if model alignment does not completely elim-

inate the possibility of an undesirable model behavior, an

adversarial prompt can always elicit that behavior [77]. Thus,

society faces an increasing risk that an artifical general in-

telligence (AGI) model which matches or exceeds human

reasoning will generate catastrophic harms in real life.

In this paper, we argue that the systems community has

a critical role in preventing AGI-based existential harms;

alignment techniques at training time must be supplemented

by sandboxing mechanisms at inference time. We propose a

new class of hypervisor, called a Guillotine hypervisor, for

isolating AGI inference code. Due to the unique threats posed

by rogue models, and the potentially catastrophic risks of not

containing those threats, Guillotine’s design looks much

different than that of a traditional hypervisor. We hope that

this paper encourages the system community to participate

more actively in discussions about existential AGI risks.
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Figure 1: The Guillotine sandboxing architecture.

2 HIGH-LEVEL GUILLOTINE DESIGN

Background: A model service is a distributed system that

accepts inference requests and outputs inference results. In-

ternally, the service has one or more request queues, and one

or more replicas of each model whose computations will con-

tribute to an inference [9, 24, 59, 81]. Computations are split

between CPUs and GPUs, with GPUs typically doing the bulk

of the inference work. CPUs load-balance requests across

different GPUs, and orchestrate the transfer of requests and

responses between CPU DRAM and on-GPU DRAM. CPUs

also manage various caches, e.g., LLMs key/value caches,

located in GPU DRAM, which store previously-generated

tokens as well as intermediate values output by different

LLM layers [17, 32, 48]. CPUs also manage a model’s access

to external services and IO devices. For example, LLMs often

perform retrieval-augmented generation, supplementing a

user-supplied prompt with information from a database of

domain-specific document embeddings [29, 53].

Guillotine: Given such a model service, Figure 1 depicts

the high-level design of a Guillotine hypervisor.

• Themodel interacts with the outside world via the guest

API of the Guillotine software hypervisor (§3.3).

• The software hypervisor executes atop the Guillotine

microarchitectural hypervisor. (§3.2). Conceptually,

the microarchitectural hypervisor is the Guillotine ana-

log to traditional hardware-level virtualization mecha-

nisms like Intel VT-x [69]. However, Guillotine’s micro-

architectural hypervisor requires qualitatively different

in-silicon support to achieve Guillotine’s desired isola-

tion properties. For example, to restrict the ability of a

model to infer the computational state of the software-

level hypervisor, Guillotine requires extremely limited

microarchitectural co-tenancy between the model and the

software-level hypervisor; this approach eliminates many

kinds of side-channel leakages [57] by definition.

• TheGuillotinephysical hypervisor (§3.4) implements

physical fail-safes more commonly associated with rock-

ets, nuclear reactors, and other types of mission-critical

systems. These fail-safes, e.g., involving electromechani-

cal disconnection of a datacenter’s network cables, or the

flooding of a datacenter which holds a rogue AI, provide

defense in depth if Guillotine’s microarchitectural and

software-level isolation is compromised and a rogue AI

must be temporarily shut down or permanently destroyed.

• A Guillotine hypervisor is only effective if AI models

are forced to run atop Guillotine. Thus, the last part of

the Guillotine sandbox is a policy hypervisor—a set

of legal regulations which (1) provide formal specifica-

tions for how Guillotine-class hypervisors must be built,

and (2) require potentially dangerous models to run atop

Guillotine infrastructure.

3 GUILLOTINE DESIGN

3.1 Threat model

In our threatmodel, the attacker is a deployed, post-training

AI model which receives inputs, computes on those inputs,

and then generates outputs. Guillotine’s goal is to prevent

the model from escaping Guillotine’s sandbox by accident

or intentional malice. A critical attack vector to thwart is

an actively malicious model being able to introspect upon

the Guillotine sandbox to learn how to escape. Another

important attack to prevent is a recursively self-improving

model which seeks a runaway gain in intelligence.

Some model inputs may be submitted by external-to-the-

model entities, e.g., a human or another computer that has

sent an inference request. Other inputs may be fetched by

the model itself. For example, as the model ponders a query,

the model may issue a database read to fetch query-specific

contextual information [18]. A model may send outputs

to networks, storage devices, computational accelerators

(e.g., GPUs), or physical actuators (e.g., when models control

industrial equipment). Guillotine uses the abstract term

“port” to refer to a channel that delivers inputs to or send

outputs from a model. Guillotine requires the ability to

monitor and control all ports that are visible to a model.

Guillotine’s trusted computing base consists of Guil-

lotine’s software-level hypervisor (§3.3) and the Guillo-

tine silicon which implements ISA-level and microarchitec-

tural-level isolation mechanisms (§3.2). Guillotine’s physi-

cal safeguards (§3.4) are also in the trusted computing base.

Guillotine’s human administrators are partially trusted;

as we describe in Section 3.4, important management deci-

sions in Guillotine require voting among a set of admins.

Defining “rogue AI behavior” is a subtle matter involv-

ing interdisciplinary reasoning. In this paper, we focus on
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providing a multi-level hypervisor that can do two things re-

liably: (1) provide system-level observations about a model’s

behavior to a black-box (from Guillotine’s perspective) de-

tector for malicious AI activity; (2) receive a verdict from

that detector (or human administrators), and then change

the model’s isolation level as appropriate. The black-box

misbehavior detector is in the Guillotine TCB; we sketch

possible detectors in Section 3.3.

3.2 Microarchitectural Hypervisor

A traditional virtualization-aware processor [10, 61, 69] runs

both guest code and hypervisor code. At the microarchitec-

tural level, hardware structures like functional units, branch

predictors, TLBs, and memory caches may contain state from

both the guest and the hypervisor [66], even though, at the

ISA level, privilege modes restrict the ISA-visible state that

is accessible to guest code. The mingling of state enables side

channels that can leak hypervisor state to the guest [31, 75].

Those side channels are unacceptable to Guillotine, be-

cause a key goal of Guillotine is to prevent a malicious

model from discovering the implementation details of the

Guillotine isolation environment (§3.1). Guillotine also

requires a pervasive ability to inspect all aspects of a model’s

computational state. Thus, Guillotine requires special mi-

croarchitectural support.

First, with respect to the physical CPU cores on a single

machine, Guillotine distinguishes between hypervisor

cores and model cores. Software-level hypervisor code

only runs on hypervisor cores; post-initialization, a model

core only runs model code. Model cores are connected via

buses to a memory hierarchy containing DRAM and L1–L3

caches. Hypervisor cores have their own memory hierarchy

that is inaccessible to model core buses. A hypervisor core

also has dedicated, model-inaccessible control buses which

allows the hypervisor core to exert management privileges

over model cores. In particular, a hypervisor core can:

• forcibly pause all operations on a model core;

• inspect and modify the ISA-level state of a halted core;

• set watchpoints on model code or memory locations;

• configure the model core’s MMU such that the model can-

not create new executable pages or write to old executable

pages;
1
this prevents the model from injecting new code

at runtime for the purpose of recursive self-improvement;

1
This approach is similar to Apple’s mechanisms for kernel integrity pro-

tection and system coprocessor integrity protection [4]. Implementing such

protection is cheap at the hardware level—essentially, the MMU just tracks

base+bound information for valid executable regions, and disallows PTE

configurations that would enable read access to those regions or create new

executable pages outside of those regions. Hypervisor cores also lock their

MMUs in this fashion after loading the hypervisor software.

• forcibly clear all microarchitectural state on that core (to

delete information that a model might try to hide via mi-

croarchitectural-level covert channels [76])
2
;

• single-step or fully resume a halted model core; and

• forcibly power-down a halted model core.

A hypervisor core also has a private bus, connected to model-

core memory, to enable reading and writing the DRAM of

halted model cores.

Note that the Guillotine approach simplifies some as-

pects of processor design. For example:

• A model core does not require extended page table (EPT)

support [5]. On a traditional non-Guillotine core, one or

more guests share the same DRAM that is also used by the

hypervisor; EPTs allow the hypervisor to control which

portions of physical DRAM are shared with each guest.

However, in Guillotine, a model core lacks the physical

buses needed to access hypervisor DRAM, so EPTs are

unnecessary to enforce memory isolation.

• A Guillotine model core can also avoid the complex-

ity of virtualizing interrupts and exceptions. Software on

the model core handles locally-generated interrupts and

exceptions (e.g., the timer interrupt and the division-by-

zero exception) without assistance from the Guillotine

software-level hypervisor. However, Guillotine prevents

a model core from directly interacting with GPUs or IO

devices via port-mapped or memory-mapped IO. Instead,

to issue an IO request, a model core writes the request a

special IO DRAM region shared by the model and Guillo-

tine, and then raises an interrupt on a hypervisor core; the

hypervisor core examines the request and, if the request is

reasonable, interacts directly with the relevant IO device,

placing the result in shared IO DRAM and then raising

an interrupt on the initiating model core. To stop a model

core from live-locking a hypervisor core with a flood of

spurious interrupts, the LAPIC chip of a hypervisor core

throttles incoming requests, akin to the interrupt filter for

an iPhone secure enclave processor [62].

• Traditional virtualization-aware CPUs implement a spe-

cial execution mode for hypervisors.
3
Hypervisor modes

enable same-core trap-and-emulate monitoring of how

untrusted code uses sensitive instructions [52]. However,

such modes are unnecessary in Guillotine because a

model core has no sensitive instructions to trap-and-emulate

in the classic sense: hypervisor DRAM is physically in-

accessible, the model core ISA has no instructions for

accessing hypervisor core state, and IO devices can only

be accessed indirectly via Guillotine’s port API (§3.3).

2
In the covert channel, the model would be both the sender and the receiver!

3
For example, this mode is called “root mode” on Intel VT-x chips [69], and

“hypervisor-extended supervisor mode” on RISC-V chips [55].
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As explained in Section 3.4, a hypervisor core connects to

a Guillotine control terminal via dedicated buses that are

inaccessible to model cores.

Guillotine hardwaremust support remote attestation [50].

Before a model is loaded onto a purported Guillotine sys-

tem via the control terminal, the terminal will verify that the

model is being sent to valid Guillotine silicon that runs a

valid Guillotine software-level hypervisor. All Guillotine

silicon uses tamper-resistant and tamper-evident technolo-

gies [28, 43, 44, 73] to detect any sandbox circumventions via

model-launched social-engineering attacks against hardware

technicians; hardware integrity should be checked periodi-

cally by humans as required by regulations (§3.5). Note that

checking for hardware integrity not only requires inspection

of preexisting hardware, but also verification that no new
hardware has been added via model-initiated social engineer-

ing, e.g., to enable runaway model self-improvement.

3.3 Software Hypervisor

Guillotine’s software-level hypervisor can be simpler than

a traditional one because it does not have to support arbi-

trary kinds of guest code that run on the same processors

which run hypervisor code. Guillotine’s software-level hy-

pervisor only needs to be able to supervise models which

run on model cores and target the Guillotine guest API.

The guest API directly arises from the affordances provided

by the Guillotine hardware from Section 3.2:

• Model code can use any instruction provided by the model

core ISA (including instructions for handling locally-gen-

erated interrupts and exceptions). Since the software-level

hypervisor plays no role in handling such interrupts and

exceptions, a model may choose to structure its code by

distinguishing between OS software and user software, or

by employing a unikernel approach [34], or by doing some-

thing else. The Guillotine software-level hypervisor is

agnostic to a model’s internal organization.

• Model cores have no way to directly contact devices be-

sides model DRAM and model cores, so all requests to

other kinds of devices must be sent to the memory region

shared with hypervisor cores; the hypervisor cores will

place results in that shared region.

The guest API interacts with devices (including GPUs) via

a port API. Guillotine ports are conceptually similar to

Mach ports [1]. Each port is a capability that is granted by

the software-level hypervisor and which enables a model

core to interact with a specific instance of a specific device

type. Each port maps to an address in the DRAM region that

models share with the software-level hypervisor; writing to

that address sends an interrupt to a hypervisor core, with

a model placing additional information about the request

at a well-known place in the shared DRAM. For example,

a port associated with a network device might place a ring

buffer [35, 36] in shared memory. For security reasons, Guil-

lotine explicitly disallows models from directly engaging

with hardware via techniques like SR-IOV [65]—Guillotine

must be able to synchronously monitor all model/device in-

teractions. This ability, together with the ability to inspect

model-core DRAM and registers, allows Guillotine to log

a model’s inputs, outputs, and intermediate states for subse-

quent auditing by the misbehavior detector.

Although Guillotine treats the misbehavior detector as

a black box, the affordances that Guillotine provides to

hypervisor cores are compatible with various ways of identi-

fying and fixing problematic model behavior. For example:

• LLMs generate a response by using input tokens to tra-

verse a path through the weights in a complex graph.

Activation steering [7, 49, 82] examines the weights that

are triggered by each query, transforming a potentially

dangerous model output into a less harmful one via on-the-

fly substitution of the weights that are visited during the

forward activation pass. Alternatively, a circuit-breaking

approach [83] would disrupt a forward pass that visits

problematic areas of the weight graph, preventing the

model from generating any response at all. Guillotine

allows hypervisor cores to (1) introspect on each step of

the forward pass, and (2) alter a model’s intermediate state

in arbitrary ways; Guillotine does this while isolating

hypervisor state that a misbehaving model might want to

corrupt.

• In contrast to activation steering and circuit breaking (both

of which require visibility into internal model state), input

shielding [22, 40] and output sanitization [16, 51] only ex-

amine a model’s interactions with the outside world. Input

shielding looks for suspicious prompts that might nudge

a model towards misbehavior, whereas output sanitiza-

tion removes problematic content from model responses.

Guillotine enables both approaches because Guillotine

restricts a model to using Guillotine-controlled ports,

such that all data exchanged via those ports is readable

and writeable by hypervisor cores.

The best misbehavior detection/mitigation approaches are

model-specific, and are dictated by the specific kinds of in-

teractions that the model has with external entities.

As described in Section 3.2, Guillotine’s software-level

hypervisor does not have to implement mechanisms for vir-

tualizing interrupts and exceptions [3, 10, 65] on model cores.

Guillotine’s hypervisor also need not implement complex

schedulers [15, 39] or resource allocation schemes [5, 25]

to determine how to share model-core physical resources

among guests. Once the hypervisor has granted model cores

and model DRAM to a model, the model is free to manage

the registers and memory accessible to the model cores in
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whatever way the model chooses;
4
the model is responsible

for communicating with IO devices via the Guillotine port

API, so the hypervisor need not perform device virtualiza-

tion on model cores. Keeping the hypervisor simple helps to

minimize the hypervisor’s threat surface.

To further minimize the threat surface, Guillotine’s soft-

ware-level hypervisor should be formally verified for correct-

ness. Projects like sel4 [26, 30] and mC2 [23] have demon-

strated how hypervisors can be proven free of buffer over-

flows, memory leaks, non-terminating functions, and other

forms of misbehavior. Writing formally verified software

is notoriously labor-intensive, but the time investment is

worthwhile to prevent existential AI risks. If, for whatever

reason, the hypervisor fails a software-level runtime asser-

tion or triggers an unexpected machine-check exception, the

hypervisor forcibly reboots into offline isolation mode (§3.4).

A Guillotine hypervisor always uses encrypted, authen-

ticated network protocols like TLS [54] when communicating

with network hosts. When a Guillotine hypervisor estab-

lishes such a connection, the hypervisor explicitly announces

itself as being a Guillotine hypervisor. For example, in the

context of TLS, the hypervisor’s X.509 certificate [6], issued

and signed by an AI regulator (§3.5), has an extension field

indicating that the certificate holder is a Guillotine hypervi-

sor; during the TLS handshake, the hypervisor will share the

certificate with the remote endpoint. This self-identification

as a Guillotine hypervisor allows the remote endpoint to

understand that its peer is connected to a potentially danger-

ous AI model, and thus should be treated with a default level

of suspicion. Self-identification is particularly important to

prevent runaway model improvement in which several mod-

els communicate with each other to collectively optimize

themselves; a Guillotine hypervisor will refuse connection

attempts from other Guillotine hypervisors.

3.4 Physical Hypervisor

Guillotine has six isolation levels for a sandboxed model:

(1) Standard: The model can receive any inputs and send

any outputs, subject to the restrictions described in pre-

vious sections.

(2) Probation: Guillotine restricts model input and/or

outputs, and/or performs additional logging, as directed

by the control terminal.

(3) Severed: Guillotine prevents the model from using

any ports, but leaves model cores powered-up so that hy-

pervisor cores can examine model DRAM and registers,

or perform higher-level interactions with the model via

simulated IOs or direct manipulation of model state.

4
Subject to constraints imposed when Guillotine locks down a model

core’s MMU, as described in Section 3.2.

(4) Offline: All model cores and hypervisor cores are com-

pletely powered down, and all support cables (e.g., net-

work wires, power lines) are physically (but reversibly)

disconnected from the external world.

(5) Decapitation: Like offline isolation, except that support

cables are physically damaged, such that they must be

manually replaced to bring the model online again.

(6) Immolation: All cores, support cables, HVAC systems,

and other physical infrastructure are destroyed via fire,

flooding, electromagnentic pulses, or other physicalmeans.

Guillotine’s physical hypervisor consists of the control

console (an administrator machine connected to hypervisor

cores via dedicated buses), the kill switches (which imple-

ment actions dictated by isolation levels 4, 5, or 6), and the

misbehavior detector (which is part of the software-level

hypervisor). The control console loads the software-level hy-

pervisor on hypervisor cores and then tells it which model to

load on the model cores. If the misbehavior detector sends an

alarm to the control console (e.g., because of a machine check

exception on a hypervisor core, or because of anomalous

memory state found on a model core), the control console

orchestrates the transition to a new isolation model. For

example, during a transition to probation isolation, the con-

trol console might tell the software-level hypervisor how

a model’s port access should be restricted. As another ex-

ample, during a transition to offline isolation, the control

console orchestrates kill-switch activity involving network

cables, power lines, and so on. Note that the software-level

hypervisor cannot independently transition the system to a

less-restrictive level, only to a higher one.

The control console can directly relax or restrict the isola-

tion level, independent of a request from the software-level

hypervisor. Guillotine requires the control console to have

seven administrators. Transitioning the deployment to a less

restrictive isolation mode requires at least five-of-seven ad-

ministrator consensus via a hardware security module [63];

transitioning to a more restrictive isolation level only re-

quires agreement from at least three administrators. These

voting policies create a bias towards safety, and robustness

against a malicious model that has used social engineering

to corrupt a subset of Guillotine administrators.

Hypervisor cores and the control console exchange peri-

odic heartbeats. If a hypervisor core fails to receive a heart-

beat from the control console (or vice versa), Guillotine

transitions to offline isolation.

3.5 Policy Hypervisor

Governments have already begun to pass laws which define

the types of models that pose systemic risk. For example, in

the EU AI Act, such models have a high likelihood “of harm

to the health and safety or the fundamental rights of persons,
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taking into account both the severity of the possible harm

and its probability of occurrence” [14]. Some specific threats

mentioned by the law are nuclear, chemical, and biological

harms, as well as disinformation and the automated discov-

ery of cybersecurity vulnerabilities [13]. The law proposes

several ways to estimate a model’s risk, e.g., by examining a

model’s parameter count and training set size, and by looking

at the model’s level of autonomy [11].

We believe that AI regulations should force systemic-risk

models to run atop a Guillotine-style hypervisor. For ex-

ample, the EU AI Act requires the operators of such models

to comply with reporting guidelines like providing the Euro-

pean Commission with technical documentation and model

source code when requested [12]. Source code inspection

would provide evidence that a model targets the Guillo-

tine guest API (§3.3). Regulators could also use network-

connected audit computers to ask a live model to attest that

it uses a Guillotine hardware+software stack (§3.2).

Regulations should also mandate in-person audits of the

physical environment for a Guillotine hypervisor, e.g., to

check the integrity of tamper-resistant hardware enclosures,

and to verify that physical mechanisms for implementing

model decapitation and immolation (§3.4) are being prop-

erly maintained. These audits would draw inspiration from

similar audits used to verify adherence to nuclear weapons

treaties [71] or standards for handling the cryptographic

material used by HTTPS certificate authorities [20, 45].

From the perspective of a model owner, Guillotine in-

creases the cost of operating a model. However, regulators

can incentivize the use of Guillotine (rather than just pe-

nalize its lack of use) via “safe harbor” clauses [8] in AI laws.

These clauses reduce a company’s legal liability if a company

adhered to best practices but nonetheless generated harm.

4 RELATEDWORK

In the 1966 paper “Speculations Concerning the First Ultrain-

telligent Machine” [19], Good introduced the term “intelli-

gence explosion” to describe the gains that would result from

a model which surpassed the reasoning capacity of a human.

Subsequent work by philosophers and AI researchers has

considered whether a powerful model could be placed inside

an “AI box” which limits what the model could learn and

do; for an overview of this prior work, see Yampolskiy’s

paper on the AI confinement problem [79]. To the best of

our knowledge, our own paper is the first to detail what AI

confinement would mean at a fine-grained systems level.
A prerequisite for runaway model self-improvement is the

model being able to introspect and update model code and

model weights—either its own, or those of anothermodel [67].

However, we are unaware of prior work that has proposed

fine-grained systems interventions to prevent inappropriate

model introspection of model state. For example, Nevo et al.

analyzed various technical and social engineering mecha-

nisms by which model weights can be stolen [46]. Nevo et

al. then defined five security levels for a model execution

environment, with higher levels imposing increasingly strict

operational requirements on the execution environment. For

example, at security level two and above, model weights are

stored exclusively on servers, with no copies residing on per-

sonal devices; at security levels four and five, model inference

executes within confidential computing environments akin

to Graviton GPU enclaves [72]. Nevo et al. did not provide de-

tailed technical proposals for how to implement the different

security levels, whereas we explore concrete defensive mech-

anisms like preventing model cores from reading, modifying,

and creating executable pages or weight-containing pages.

Nevo et al. also focused on model weight theft as opposed to

the more general problem of sandboxing a malicious AI.

5 FINAL THOUGHTS

At the time of this paper’s writing, AGI models do not exist.

As a result, this paper’s discussion about AGI hypervisors

must necessarily suffer from an evidence dilemma [70]—we

can only talk about AGI-induced harms (and possible de-

fenses against those harms) in a speculative manner, because

the harm-inducing agents do not currently exist. However,

modern history is replete with examples of societal chal-

lenges that were identified in their nascent stages and would

have benefited from earlier, more aggressive action. For in-

stance, early predictions of global warning were unfortu-

nately prescient [47] but did not capture the attention of

the public until decades later, in some cases because energy

companies suppressed the research findings of their own

scientists [37]; climate scientists now debate how quickly

the “point of no return” will occur, after which significant

climate-related harms will be unavoidable [2]. Social media

technology is another relevant example. Concerns about the

technology’s destabilizing impacts (e.g., on mental health

and the dissemination of accurate information) were known

but deprioritized by social media companies and many of

their computer scientists [74].

Technologists should not repeat these mistakes. The sys-

tems community (and computer scientists more generally)

should take an aggressively proactive approach towards AI

safety. Policies for monitoring and restricting potentially

dangerous models require systems-level enforcement mecha-

nisms; Guillotine proposes one research direction for such

mechanisms.
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