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With the rapid growth of the NFT market, the security of smart contracts has become crucial. However,
existing AI-based detection models for NFT contract vulnerabilities remain limited due to their complexity,
while traditional manual methods are time-consuming and costly. This study proposes an AI-driven approach
to detect vulnerabilities in NFT smart contracts.

We collected 16,527 public smart contract codes, classifying them into five vulnerability categories: Risky
Mutable Proxy, ERC-721 Reentrancy, Unlimited Minting, Missing Requirements, and Public Burn. Python-
processed datawas structured into training/test sets. Using the CART algorithmwith Gini coefficient evaluation,
we built initial decision trees for feature extraction. A random forest model was implemented to improve
robustness through random data/feature sampling and multitree integration. GridSearch hyperparameter
tuning further optimized the model, with 3D visualizations demonstrating parameter impacts on vulnerability
detection.

Results show the random forest model excels in detecting all five vulnerabilities. For example, it identifies
Risky Mutable Proxy by analyzing authorization mechanisms and state modifications, while ERC-721 Reen-
trancy detection relies on external call locations and lock mechanisms. The ensemble approach effectively
reduces single-tree overfitting, with stable performance improvements after parameter tuning. This method
provides an efficient technical solution for automated NFT contract detection and lays groundwork for scaling
AI applications.

Additional Key Words and Phrases: Artificial Intelligence, Smart contract, Random Forest, Defects

1 INTRODUCTION
NFT (Non-fungible Token), or non-fungible token, is a certified storage unit operating on a unique
and indivisible blockchain platform. Currently, it is mostly in the form of electronic files of the
source files of artistic creation, and its value is reflected by virtual cryptocurrencies[10].
The current focus on the NFT smart contract market revolves mainly around four aspects:

classification and mining of vulnerabilities, development of audit tools, repair of vulnerability
strategy, and construction of the NFT ecosystem[26]. Due to the complexity of NFT smart contract
vulnerabilities, there is currently no mature large-scale artificial intelligence detection model
specifically for NFT smart contract vulnerabilities in the market.[16] Therefore, the analysis,
detection, repair, and maintenance of vulnerabilities in the NFT smart contract require a significant
amount of resources, which is not conducive to the continuous healthy development of the existing
NFT market.

Therefore, this paper proposes an AI-based NFT smart contract vulnerability analysis project in
response to the lack of large-scale artificial intelligence analysis models. The goal is to analyze vul-
nerabilities and carefully analyze the generated models, starting from data, models, and effects, and
conducting a large amount of demonstration and experimental work [18]. We strive to accumulate
experience in NFT smart contract vulnerabilities and contribute to the application of large-scale
artificial intelligence models.
There are already several examples of defect detection in AI-based smart contracts,rocessing

(NLP) and machine learning algorithms to perform static analysis and vulnerability detection on
smart contract code[2], identifying potential security risks and providing improvement suggestions,
offering reliable security assurance for blockchain developers;[31] Li Tao and others proposed
a public audit of smart contracts based on game theory; Chuang Ma1 proposed HGAT,[28] a
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hierarchical graph attention network-based detectionmodel. Internationally, the Harvard University
Blockchain Security Laboratory has developed a static analysis tool for smart contracts using
artificial intelligence technology, which can automatically detect vulnerabilities and security risks
in smart contracts; and Anzhelika Mezina [29] and others proposed a method combining binary
classification and multiclassification to detect vulnerability in smart contracts in their paper.
This paper focuses on the currently widely used NFT smart contracts, conducting a compre-

hensive and in-depth study on their related security issues, collecting a large number of applied
NFT smart contract codes; after careful sorting and differentiation, the attacks are divided into five
categories; they are processed and studied separately and finally trained, in addition, this paper also
continues to explore its shortcomings and possible future work directions and priorities, providing
its own opinions for the improvement of NFT smart contract detection technology.

The paper has the following contribution:

• Sufficient and accurate data: This paper compiled a dataset of 16,527 smart contracts, and
analyzed and labeled the vulnerabilities in their line codes. We also carefully cleaned and
preprocessed the data to exclude inaccurate or low-quality code samples, ensuring that the
data quality on which the model is based is highly reliable.

• Targeted solutions: We conducted an in-depth analysis of NFT smart contracts
and discovered five main defects: Risky Mutable Proxy, ERC-721 Reentrancy, Unlimited
Minting, Missing Requirements, and Public Burn. These defects may seriously impact the
contract’s security and robustness. To solve these problems, we formulate targeted solutions
to improve the program’s quality and robustness.

• Sufficient training and organization: In our research, we performed a detailed parameter
tuning for the random forest model. Adjusting the number of trees, the depth of trees, the
selection of features, and other parameters, we explored many different training results. This
sufficient training and organization process improved our model and provided more reliable
prediction and evaluation capabilities for smart contract code security.

2 BACKGROUND
2.1 Smart Contracts
Smart contracts, in terms of classification, belong to protocols. Their primary application scenario
is within the blockchain, containing a large number of code functions. [25]. Additionally, they
can interact and operate with other smart contracts to achieve a series of required functionalities.
[22]Similar to protocols, they need to follow specified steps and processes for application. Moreover,
smart contracts allow two parties to conduct trusted transactions independently without the need
for a traditional trusted center. These transactions are traceable and irreversible [5]. When a specific
scenario or action triggers the corresponding terms of a smart contract in a certain way, the smart
contract code can execute accordingly.
As one of the important components of blockchain technology, smart contracts were first

proposed by the renowned cryptographer Nick Szabo in 1994 [13]. However, due to technological
and infrastructure constraints, they have not been fully implemented. Although smart contracts
are now widely used on the Internet in areas such as automatic payments and drone sales, they
are mostly limited to contracts between individuals and institutions. [20]The main reason is the
increasing unfamiliarity between people in modern society, making it difficult to establish precise
and effective constraint mechanisms, thus resulting in higher living costs for most people when
dealing with issues. Using blockchain technology, trust issues between people can be resolved
through technical methods, promoting the further development of smart contracts.
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Blockchain, with its decentralized nature and the characteristic that data cannot be altered at
certain points, theoretically and technically solves the trust issues between two or more unfamiliar
parties, laying the foundation for the large-scale application of smart contracts. [24]The birth
of Ethereum marked the beginning of this phase, applying smart contract technology on the
blockchain and endowing Ethereum with more functionalities and application possibilities. Smart
contracts are gradually becoming one of the core technologies of blockchain, with their importance
increasingly prominent. With the advancement of China’s BRICS and Belt and Road initiatives,
blockchain technology, characterized by decentralization and data immutability, has more realistic
and extensive application scenarios!

From a narrow perspective, blockchain technology is a distributed ledger based on chronological
iteration. Each block is connected end to end, forming a chain-like structure. During operation,
its security is ensured through cryptographic principles, such as timestamps.[27]. From a broad
perspective, blockchain uses a transmission and verification structure as its architecture, solving
data processing issues through consensus mechanisms. It achieves a decentralized infrastructure
and distributed computing paradigm by designing programmable smart contracts [9]. It is both an
architecture and a paradigm.
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Fig. 3. Randomness Demonstration Diagram

In blockchain, except for the first block, each block contains the transaction data and verification
data (such as timestamps) of the previous block. In transactions, a Merkle tree is used to obtain hash
values, ensuring security. However, it should be noted that if certain individuals or organizations
control more than 50% of the computational power of the blockchain, they can manipulate the
content of the blockchain. Furthermore, if the initial written content is incorrect, blockchain
technology makes it difficult to forge and alter the incorrect content [8].

In current blockchain explanations, we divide the blockchain structure into six layers: data layer,
consensus layer, network layer, incentive layer, application layer, and contract layer. The first three
are core layers, and the latter three are extension layers.

In real life, based on differentiated scenarios and user needs, [21]we set different nodes and access
mechanisms, providing multiple choices divided into public chains, private chains, and consortium
chains.

2.2 Random Forest Model
Random forest is a type of ensemble learning, that expands on decision trees and integrates the
advantages of a large number of decision trees [6]. Decision trees mainly handle classification and
regression problems, classifying based on one feature and then proceeding until no further division
is possible [35].

Random forest is a type of ensemble learning that approximates the best result by constructing a
specified number of multiple decision trees. Since each decision tree is independent and trained
on different sample sets obtained by resampling the training data, each decision tree is trained
on a random subset of the original data set [34]. Below is an example of an ensemble learning
mechanism.
In addition to random sampling of training data, random forests introduce other randomness.

During the construction of each decision tree, only a random subset of characteristics is considered
to divide, reducing the excessive influence of individual characteristics on predictions and increasing
the diversity of the model.[17] This introduction of randomness helps to reduce overfitting and
gives random forests a better generalization ability. Randomness is crucial to the success of the
forest [4]. Below is a specific demonstration of randomness.

In random forests, when we need to predict new datasets, to ensure accuracy, each decision tree
independently predicts the sample without interference from other decision trees. For classification
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problems, the final prediction result can be determined through a one-vote-per-tree voting process,
with the majority vote determining the best result. For regression problems, we sum all predicted
values and average them to eliminate errors, ultimately obtaining the result.

In summary, the random forest model is based on the construction of multiple decision trees
using random data sampling and random feature selection methods. Through continuous iteration,
it integrates the prediction results of each decision tree, thereby improving the accuracy and
adaptability of the model.

3 PRELIMINARY PREPARATION
3.1 Data Processing
Based on our research and screening, we ultimately selected the smart code files provided by Shuo
Yang in his paper "Definition and Detection of Defects in NFT Smart Contracts" as our original
dataset. This dataset contains a total of 16,527 smart code files.
Facing a large number of smart contract code files for the convenience of subsequent labeling

(the labeled content is placed in CSV files). Since the sorting method in Windows is different from
that in Excel, we wrote functions to modify the file names accordingly. Remove non-English parts
from the SOL files to ensure correct labeling.

Finally, we perform data classification and labeling. During the data processing, through research
and analysis, we identified and categorized five corresponding issues: Risky Mutable Proxy, ERC-721
Reentrancy, Unlimited Minting, Missing Requirements, and Public Burn. We label the sorted CSV
files, marking 1 for files with the issue and 0 for those without.

3.2 Vulnerability Analysis
• Risky Mutable Proxy:When a proxy contract is used in a smart contract to manage ad-
ministrator permissions, attackers may exploit code vulnerabilities or improper parameter
settings in the contract to gain control of the proxy contract or tamper with the contract’s
state[23], leading to instability and security issues in the contract.

• ERC-721 Reentrancy: The ERC-721 Reentrancy vulnerability is a common security issue in
NFT smart contracts compatible with the ERC-721 standard. This vulnerability is similar to
the general reentrancy attack principle, which may result in the theft of funds or tampering
with the contract state. This vulnerability is usually associated with the transfer function in
smart contracts, where attackers exploit inconsistencies in the contract state to repeatedly
call other functions during the transfer execution [36], leading to repeated transfers of funds
or state tampering.

• Unlimited Minting: The Unlimited Minting vulnerability is a potential security risk in NFT
smart contracts, allowing malicious users to mint new tokens without limit, causing the
token supply to exceed the expected or designed range. This vulnerability may arise from
the improper implementation of the minting function in smart contracts.

• Missing Requirements: The Missing Requirements vulnerability is a potential security
risk in NFT smart contracts, where the underlying logic fails to meet or implement specific
functional or security requirements [15]. When running smart contracts, the absence of
necessary protective measures may lead to various issues.

• Public Burn: The Public Burn vulnerability is a common issue in the processing of smart
contracts [16]. It refers to the situation where, during the processing of smart contracts,
sometimes it is necessary to destroy some currency or processes, but the corresponding
mechanisms and defensive measures are not properly established. During processing, many
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Fig. 4. Risky Mutable Proxy Vulnerability

illegal operations may go unnoticed by the smart contract, leading to unnecessary damage
and trouble. For example, repeatedly destroying a currency can cause logical confusion.

3.3 Vulnerability Examples
• Risky Mutable Proxy Explanation: The owner variable is used to store the address of the
contract owner. The current proxy variable is used to store the proxy address that is currently
authorized. The setProxy function sets a new proxy address as the currently authorized
proxy. Only the contract owner can call this function. The transferFrom function is used to
transfer NFTs from one smart contract address to another. Only the currently authorized
proxy address can call this function.

• RiskyMutable Proxy analysis: In the contract, only the contract owner can call the setProxy
function to change the current proxy address. If an attacker can control the contract owner’s
address, or if the contract owner carelessly grants control to another address, the attacker
can call the setProxy function to set a malicious proxy address as the current proxy. Once a
malicious proxy address is set as the current proxy, the attacker can call the transferFrom
function to transfer NFTs to any address without the NFT owner’s control. In this case, the
proxy address change can occur at runtime, hence the term mutable proxy vulnerability.
The attacker exploits the contract’s permission change functionality to bypass the original
permission control, leading to unauthorized NFT transfers.

• ERC-721 Reentrancy Explanation: Here, the mint function primarily handles scheduling
issues in the process, allocating NFTs after generating them. The transfer function generally
transfers NFT addresses from one address to another. The withdrawal function is used mainly
for payment issues during user operations. It checks if the balance is greater than 0 and if
the payment can be completed. If so, it proceeds with the payment transaction.
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Fig. 5. ERC-721 Reentrancy Vulnerability

• ERC-721 Reentrancy Analysis: Attackers can exploit this vulnerability to create a ma-
licious contract that repeatedly calls the transfer and withdrawal functions to extract the
contract’s balance. This is because, in the current contract, the balance update operation
occurs before the transfer, creating a vulnerability that attackers can exploit. To prevent
Reentrancy vulnerabilities, measures such as executing the transfer operation before the
balance update or using Solidity’s reentrancyGuard modifier can be taken.

• Unlimited Minting Explanation: totSupply is mainly used to check how many NFT tokens
the user currently owns. Since the mint function allows anyone to mint tokens without
restrictions, if not modified, it can lead to uncontrollable increases in token supply, affecting
basic blockchain operations.

• Vulnerability analysis: In this example, we define a contract named UnlimitedMiningNFT,
which inherits from OpenZeppelin’s ERC721 contract. The contract has a mint function that
allows anyone to mint new NFTs and assign them to the caller. However, this contract has a
serious vulnerability: there are no restrictions on the number of tokens that can be minted.

• Missing Requirements Explanation: During the processing of the smart contract, we did
not control the mint function, allowing many people to create NFT tokens.

• Missing Requirements Impact: Without a professional control mechanism to limit the
creation of NFT tokens, a large number of tokens are created. When tokens increase uncon-
trollably, the corresponding tokens in the market become worthless, leading to inflation and
market issues.

• Public Burn Explanation: The burn function in the contract is publicly callable, allowing
anyone to call it to destroy specified NFTs. Since there are no restrictions to check if the
caller has the right to destroy the specified NFT, anyone can destroy any NFT at will.

• Public Burn Impact: Without proper permission controls, anyone can destroy any NFT at
will, leading to the irreversible loss of NFT ownership. Attackers can exploit this vulnerability
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Fig. 6. Unlimited Minting Vulnerability

Fig. 7. Missing Requirements Vulnerability

Fig. 8. Public Burn Vulnerability

to damage the market value of NFTs or affect the interests of NFT holders. If the NFTs in
the contract have actual value or represent real assets, the public burn function may lead to
financial losses. A lack of necessary permission controls can make the contract vulnerable to
malicious attacks or abuse.
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4 CONSTRUCTION OF DECISION TREES
This section mainly focuses on the construction of decision trees, serving as the foundation for
building the random forest model. The process includes feature extraction, algorithm selection,
decision tree generation, and pruning for continuous improvement.

We will address the five vulnerabilities listed above, perform feature extraction, handle training,
and finally, summarize the analysis and application for general models.

4.1 Feature Extraction
• Risk Mutable Proxy Feature Extraction:For the risk of Mutable proxy vulnerability,
feature extraction is conducted from six aspects: whether there is a proxy contract call,
whether there is a parameter setting function, whether there is permission control, whether
there is a state change record, whether there is a risk operation function, and whether there
is condition detection.

• ERC-721Reentrancy Feature Extraction:For the ERC-721 reentrancy vulnerability, feature
extraction is performed from eight aspects: whether there is an external call, whether there
is a locking mechanism in the contract, whether the contract state is not properly handled,
whether there is an asset transfer vulnerability in the contract, whether the contract state
modification is separated, whether the contract does not properly handle the return value of
external contract calls, whether the contract lacks necessary state checks and updates, and
whether the contract does not properly handle exceptions.

• Unlimited Mining Feature Extraction:For unlimited mining vulnerability, feature ex-
traction is conducted from eight aspects: whether the minting function lacks permission
verification, whether there is a lack of total supply limit, whether there is a lack of condition
checks, whether there is an extensible minting logic, whether there is a lack of a triggerable
stop mechanism in the smart contract, whether there is an unreasonable minting fee in the
smart contract, whether there are external dependency calls in the smart contract code, and
whether there is a possibility of unlimited minting due to permission or role abuse in the
contract.

• Missing Requirement Feature Extraction:For the Missing Requirement vulnerability,
feature extraction is conducted from eight aspects: whether there is a function definition in
the contract but lacks an input validation function, whether there is a lack of security checks,
whether there is a lack of transfer restriction functions, whether there is a lack of auditing
and readability functions, whether there is a lack of event triggering, whether there is a lack
of permission control, whether there is an upgrade mechanism, and whether there is a lack
of asset metadata validation.

• Public Burn Feature Extraction:For the public Burn vulnerability, feature extraction is
conducted from six aspects: whether there is a lack of authentication, whether there is a
lack of confirmation or recovery mechanism, whether there is a mismatched authorization
mechanism, whether the owner identity is not considered, whether there is a lack of event
logs, and whether there is a duplicate destruction mechanism.

4.2 Feature Selection and Division
There are three decision tree algorithms: ID3, C4.5, and CART. After consideration and practice,
we chose the CART algorithm for the following reasons:

• The ID3 algorithm lacks a pruning step for the generated decision tree, which can easily lead
to overfitting [14].
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• The C4.5 algorithm requires sorting numerical category attributes during tree construction,
which requires ensuring that the generated data can be stored in the host memory’s dataset
[18]. When the provided data volume is too large, the generated data volume becomes too
large, making it difficult to run the program.

• The C4.5 algorithm generates a multi-branch tree, which requires more complex processing
and more resources and time during operation. The CART algorithm, being a binary tree,
consumes fewer resources and requires less time [7].

• The CART algorithm uses the Gini criterion for judgment during training data processing,
as it does not require logarithmic operations that consume a lot of resources [3]. Given the
large data volume in this study, it is more suitable.

Classification and Regression Tree has two main functions: handling classification problems and
regression problems. Depending on the situation, the processing method differs.
Generally, when the dependent variable of the data is discrete, we use classification methods

for processing. During each judgment and classification, the category with the highest probability
is selected as the predicted category for that point. However, when the dependent variable of the
data is continuous, classification cannot be used for division (if divided, all points would form all
categories, losing their original meaning). We use regression methods for processing, taking the
average of all predicted results to obtain the predicted value.

When handling problems, the CART algorithm generates a binary tree, meaning each classifica-
tion results in only two situations. If more than two results appear for the same feature, it would
cause a logical error (in this paper, a feature is divided into False and True, so this situation does
not need to be considered).

4.3 Gini Coefficient
The entropy model consumes a lot of resources during operation because it handles a large amount
of logarithmic-level operations. The Gini index, on the other hand, simplifies the complexity of
the model while retaining the high accuracy of the entropy model. The Gini index represents the
impurity of the model; the smaller the Gini coefficient, the lower the impurity[12], and the better
the effect (when judging whether smart contract code has a vulnerability, it fits the concept of
purity), the better the feature.

𝐺𝑖𝑛𝑖 (𝐷) =
𝐾∑︁
𝑘=1

[
|𝐶𝑘 |
|𝐷 |

(
1 − |𝐶𝑘 |

|𝐷 |

)]
= 1 −

𝐾∑︁
𝑘=1

(
|𝐶𝑘 |
|𝐷 |

)2
𝐺𝑖𝑛𝑖 (𝐷 |𝐴) =

𝑛∑︁
𝑖=1

|𝐷𝑖 |
|𝐷 | ·𝐺𝑖𝑛𝑖 (𝐷𝑖 )

• k represents the category
• D represents the sample set
• 𝐶𝑘 represents the subset of samples in set D that belong to the kth category

The meaning of the Gini index is: randomly selecting two samples from the training data, the
probability that they are classified into different classes by the model. The smaller it is, the higher
the purity, and the better the effect. The Gini index can be used to measure whether the data
distribution is balanced, with values ranging from 0 to 1 represents 100% effect, fully meeting the
requirements. 1 represents 0% effect, completely unequal.
In this study, to divide whether it belongs to the vulnerability, it is a binary classification in

CART, and the formula can be simplified to
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Function Name Feature Number
detect_proxy_call A1
detect_parameter_setting A2
detect_permission_control A3
detect_state_change A4
detect_insurance_function A5
detect_condition_check A6

Table 1. Risk Mutable Proxy Function Feature Comparison

Gini(𝐷1) = 1 −
(
|𝐶1 |
|𝐷 |

)2
Gini(𝐷2) = 1 −

(
|𝐶1 |
|𝐷 |

)2
−
(
|𝐶2 |
|𝐷 |

)2
Gini(𝐷 |𝐴) = |𝐷1 |

|𝐷 | · Gini(𝐷1) +
|𝐷2 |
|𝐷 | · Gini(𝐷2)

Where represent D, 𝐷1, 𝐷2 the number of samples in datasets D, 𝐷1, and 𝐷2, respectively.

4.4 Generating CART Decision Trees
• Risk Variable Proxy Decision Tree Generation: This vulnerability involves six functions.
For ease of writing during operation and simplicity in decision tree generation, we assign
them serial numbers A1-A6. They are authentication, recovery mechanism, owner identity
check, event logs, and duplicate destruction issues. As shown in the table below:
The partial sample data table obtained after feature calculation is shown below:

File A1 A2 A3 A4 A5 A6 Risk
addcfaaabdbcbfccf.sol Flase Flase True True Flase Flase 1

bdbdbbcabdc.sol Flase True Flase Flase Flase Flase 0
Bccffcaccbcf.sol Flase Flase Flase Flase Flase Flase 0

Acdbaafcbabcbs.sol Flase True Flase Flase Flase Flase 0
Feaddbbbcdfacd.sol Flase Flase Flase Flase True True 1
Dfefadedbae.sol Flase Flase Flase Flase Flase True 0

Table 2. Partial Sample Data Table

Where the value of the feature return is False and True, False represents the absence of the
feature, True represents the presence of the feature, 0 represents no risk, and 1 represents
risk. Calculate the Gini coefficient for each feature value and select the optimal feature and
the optimal split point. After sorting, the following table is obtained.
From the above calculation, Gini(D1, A1)=0.17 is the smallest, so it is selected as the root
node, and the recursion continues. The decision tree is established as follows: From top to
bottom, whether there is an authorization mechanism, authentication, event logs, owner
identity check, duplicate destruction, or recovery mechanism is determined.

• ERC-721 Reentrancy Decision Tree Generation: The above shows the process of gener-
ating the risk variable proxy decision tree. The generation process of other decision trees is
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Function Gini Index
A1 0.17
A2 0.42
A3 0.15
A4 0.39
A5 0.34
A6 0.28

Table 3. Feature Gini Coefficient Comparison

 Feature A3

Risk  Feature A1

Risk  Feature A5

Risk  Feature A4

Risk  Feature A6

Risk  Feature A2

Risk Safe

Fig. 9. Risk Variable Proxy Decision Tree

similar, so it is not repeated here. Only the feature corresponding numbers and the generated
decision trees are listed.
From top to bottom, it is whether the state is not properly handled, whether there is an external
call, whether there is a locking mechanism, whether there is an asset transfer vulnerability,
whether there is state modification separation, whether there is a lack of necessary state
checks, whether the return value of external contract calls is properly handled, and whether
general exception vulnerabilities are properly handled.

• Unlimited Mining Decision Tree Generation:From top to bottom, it is whether there is
an extensible minting logic, whether there is a lack of total supply limit, whether there is a
lack of a triggerable stop mechanism, whether there is a lack of condition checks, whether
there is a lack of permission restrictions, whether there is an unreasonable minting logic,
whether there are external dependency calls, and whether there is permission abuse.
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Function Name Feature Number
detect_external_call_locations B1
detect_locking_mechanism B2
detect_reentrancy_vulnerability B3
detect_asset_transfer_vulnerability B4
detect_state_change_separation B5
detect_unhandled_external_call B6
detect_missing_state_check_update B7
detect_missing_exception_handling B8

Table 4. ERC-721 Reentrancy Function Feature Comparison

 Feature B3

Risk  Feature B1

Risk  Feature B2

Risk  Feature B4

Risk  Feature B5

Risk  Feature B7

Risk Safe

Risk  Feature B6

Risk  Feature B8

Fig. 10. ERC-721 Reentrancy Decision Tree

• Ignored Requirement Decision Tree Generation:From top to bottom, it is whether there
is an upgrade mechanism, whether there is a lack of transfer restriction functions, whether
there is a lack of event triggering, whether there is a lack of asset metadata validation, whether
there is a function definition but lacks an input validation function, whether there is a lack
of security checks, whether there is a lack of auditing and readability functions, and whether
there is a lack of event triggering.

• Public Burn Decision Tree Generation:
From top to bottom, it is whether the owner identity is not considered, whether there is a
mismatched authorization mechanism, whether there is a lack of authentication, whether
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Function Name Feature Number
detect_unverified_minting C1
detect_total_supply_limit C2
detect_condition_missing C3
detect_extendable_minting_logic C4
detect_is_unlimited_minting C5
detect_unreasonable_minting_fee C6
detect_external_calls C7
detect_permission_role_abuse C8

Table 5. Unlimited Mining Function Feature Comparison

 Feature C4

Risk  Feature C2

Risk  Feature C5

Risk  Feature C3

Risk  Feature C1

Risk  Feature C6

Risk Safe

Risk  Feature C7

Risk  Feature C8

Fig. 11. Unlimited Mining Decision Tree

there is a lack of event logs, whether there is a lack of confirmation or recovery mechanism,
and whether there is a duplicate destruction mechanism.

4.5 Decision Tree Pruning
Since decision tree algorithms may overfit the training set [1], leading to poor generalization ability,
to improve the usability of the code, the generated decision tree needs to be appropriately reduced.
The CART algorithm first organizes and generates the decision tree, then prunes and performs
cross-validation, selecting the most accurate and adaptable solution.

The algorithm mainly consists of two aspects: First, starting from the bottom node of the decision
tree, continuously reduce and iterate until the last node, forming a non-repeating subsequence.
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Function Name Feature Number
detect_missing_input_validation D1
detect_missing_security_checks D2
detect_missing_transfer_restrictions D3
detect_missing_auditing_functions D4
detect_missing_event_functions D5
detect_missing_permission_functions D6
detect_missing_update_mechanism D7
detect_missing_metadata_validation D8

Table 6. Missing Requirement Function Feature Comparison

 Feature D7

Risk  Feature D3

Risk  Feature D6

Risk  Feature D8

Risk  Feature D1

Risk  Feature D2

Risk Safe

Risk  Feature D4

Risk  Feature D5

Fig. 12. Missing Requirement Function Feature Comparison

Then, using cross-validation methods, test the generated decision tree sequence on the validation
dataset, selecting the best-performing CART decision tree.

During pruning, the loss function is as follows:
𝐶𝛼 = 𝐶 (𝑇 ) + 𝛼 |𝑇 |

• When 𝛼=0, there is no regularization, meaning the original generated CART decision tree is
the optimal solution.

• When 𝛼=+∞, the regularization degree is very high, meaning the decision tree containing
only the root node of the CART tree is the best-performing subtree. Generally, the larger 𝛼
is, the more thorough the pruning, and the better the effect.
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Function Name Feature Number
detect_burn_requires_authentication E1
detect_lack_of_confirmation_recovery E2
detect_improper_authorization E3
detect_unverified_owner E4
detect_missing_event_logs E5
detect_duplicate_destruction E6

Table 7. Public Burn Function Feature Comparison

 Feature E4

Risk  Feature E3

Risk  Feature E1

Risk  Feature E5

Risk  Feature E2

Risk  Feature E6

Risk Safe

Fig. 13. Public Burn Decision Tree

Symbol Meaning
T Any subtree
C(T) Prediction error of the data
|T| Number of leaf nodes in the subtree

𝛼
Regularization parameter, balancing the
fitting degree of training data and model complexity

Table 8. Feature Gini Coefficient Comparison

• Using a recursivemethod, starting from zero,𝛼 increases sequentially, 0<𝛼0<𝛼1<. . .<𝛼𝑛−1<𝛼𝑛<+∞,
forming [𝛼𝑖 ,𝛼 (𝑖+1) ), i=0,1,2. . .n, a total of n+1 intervals. The subsequence obtained through
pruning corresponds to each interval from small to large [11].
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Starting from a decision tree 𝑇0, for any internal feature node t of 𝑇0, the loss function is

𝐶𝛼 (𝑡) = 𝐶 (𝑡) + 𝛼

The loss function of the subtree 𝑇𝑡 with t as the root node is

𝐶𝛼 = 𝐶 (𝑡) + 𝛼 |𝑇 |
When 𝛼 = 0 or 𝛼 → +0

𝐶𝛼 (𝑇𝑡 ) < 𝐶𝛼 (𝑡)
When 𝛼 increases to a certain extent, there will be

𝐶𝛼 (𝑇𝑡 ) = 𝐶𝛼 (𝑡)
When 𝛼 continues to increase

𝐶𝛼 (𝑇𝑡 ) > 𝐶𝛼 (𝑡)
At this point, 𝑇𝑡 and t have the same loss function, but since t has fewer nodes than 𝑇𝑡 .
We solve

𝐶𝛼 (𝑇𝑡 ) = 𝐶𝛼 (𝑡)
to get

𝑔(𝑡) = 𝐶 (𝑇 ) −𝐶 (𝑇𝑡 )
|𝑇𝑡 − 1|

Thus, we can calculate the value 𝛼 for each internal node t in the complete decision tree 𝑇0.

𝑔(𝑡) = 𝐶 (𝑇 ) −𝐶 (𝑇𝑡 )
|𝑇𝑡 − 1|

In this paper, g(t) represents the degree of reduction in the overall loss function after pruning.
For example: in 𝑇0, pruning the 𝑇𝑡 with the smallest g(t) value, the resulting subtree is 𝑇1, and this
g(t) value is set as 𝛼1. We get 𝑇1 as the optimal subtree for the interval [𝛼1,𝛼2).
Then, iterate until the root node, forming a sequence of { 𝑇0,𝑇1,. . .,𝑇𝑛 }. Using the Gini index

criterion mentioned in 3.3, test the subtree sequence on the new validation set, select the best-
performing subtree, and output it as the optimal decision tree.

5 RANDOM FORESTS MODELS
5.1 Introduction to Ensemble Learning
The Random Forest model, as an ensemble learning algorithm, is based on weak classifiers. When
dealing with classification and regression problems, the final results are processed through voting
and averaging methods [32], ensuring the accuracy and adaptability of the overall model. Due to
its excellent stability, it is widely used in various business scenarios.

The outstanding performance of RF is largely attributed to its key features: randomness and the
forest. Randomness effectively solves the overfitting problem, while the forest structure avoids
many adverse situations, ensuring greater accuracy. The model is primarily composed of the
following concepts. Since it is built on decision trees through ensemble learning, we will provide a
supplementary introduction to ensemble learning below.

Ensemble learning is not a specific step or algorithm but rather a concept. We can use the stories
"Many hands make light work" and "Three Cobblers with their wits combined surpass Zhuge Liang"
as examples. Ensemble learning leverages the principle of "many hands make light work." It does
not create something new like the cobblers but integrates existing algorithms to improve accuracy
[37]. In terms of completing tasks, the approach can be divided into three categories: Stacking,
Boosting, and Bootstrap Aggregating (Bagging).
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Vote
Bagging Core idea

Fig. 14. Bagging Core Idea

• Stacking: Stacking uses the results generated by individual learners as input to train a
secondary learner, iteratively generating the model. The basic idea of stacking is to integrate
the results of multiple learners to form new feature variables. These new features, along with
the original features, are input into the secondary learner for training [15]. This allows the
secondary learner to utilize the predictions of the base learners, resulting in better predictive
performance. The general process of stacking is as follows:

• Split the data: Divide the original data into training and testing parts.
• Train base learners: Train multiple different base learners, such as decision trees, support
vector machines, and neural networks.

• Generate new features: Use the base learners to predict the training and test sets, using the
prediction results for each sample as new features.

• Train the secondary learner: Combine the original features with the new features and train
the secondary learner.

• Predict: Use the completed model to predict the untested portion of the data.
The advantage of stacking is that it fully utilizes the strengths of each base learner. Compared to
simple averaging or weighted averaging, stacking typically yields better performance. However,
stacking also has some drawbacks, such as requiring more computational resources and a more
complex tuning process.

• Bagging: Bagging (Bootstrap Aggregating) uses the bootstrap method to draw a large number
of samples from the original dataset for training. After training, the samples are returned,
and multiple independent base learners are trained using these subsamples. Finally, their
prediction results are processed to generate the final ensemble model. The core idea of
bagging is voting [33]. Each model has equal influence, and the final answer is determined
by voting. Typically, the results obtained through bagging have a smaller variance.
Bagging constructs multiple slightly different subsamples through the above process. These
subsamples are then used to train multiple base learners. Predictions are made using these
slightly different subsamples. Since the samples and learners are different, these predic-
tions are independent and unaffected by other factors, providing good adaptability for the
model.The general process of bagging is as follows:

• Use the bootstrap method to draw multiple subsamples from the original data and return
them after training.

• Train the subsamples to obtain multiple independent learners.
• During prediction, use different learners to predict the test samples separately, and average
or vote based on the prediction results.

• Finally, integrate the results produced by the base learners to obtain the final result. Bagging
has advantages in reducing variance. For general learning algorithms, we can perform parallel
computations during the process to trainmultiple base learners. It is more effective for learners
with high variance.
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Optimize elite selection
Boosting Core idea

Fig. 16. Boosting Core Idea

Through bagging, the model’s adaptability to problems is improved. Many studies and practices
can be enhanced through this process, ensuring its effectiveness. Figure 15 is a demonstration of
the bagging approach.

• Boosting: Boosting is a category of ensemble learning methods, known as Boosting in
English. It is based on multiple weak learners, integrated in a certain way to produce an
efficient learner.
Themain idea of boosting is to appropriately weight the performance of the data in each round
of operation. In each iteration, the learner’s weights are readjusted. The data is processed
again with incomplete resampling, allowing the data to be retrained, and then their weights
are updated based on their performance [30]. Through this method, the model reduces the
influence of problematic learners, thereby improving overall performance.The general process
of boosting is as follows:

• Uniform weights: Upon receiving the data required by the model, we ensure that each
sample has the same weight to maintain consistent initial data influence.

• Repeated training: A large amount of data is fed into the learner, processed, and weights
are redistributed based on their influence.

• Combination: The results obtained from repeated iterative training are combined, typically
prioritizing learners with higher weights.

• Prediction: The model is validated using the validation set.
The advantage of boosting is that it can improve themodel’s stability through repeated training. In

real life, many problems are highly complex. When making decisions with decision trees, processing
a few features can lead to overfitting, reducing adaptability. Therefore, we need to use boosting
methods to gradually build a Random Forest model, thereby improving its stability.
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Fig. 18. The two approaches to generating strong learners

5.1.1 Individual Learners

An individual learner refers to a basic learner trained on a given dataset. It is the fundamental
element of an ensemble model. It can be any type of learning algorithm, such as a support vector
machine. Each individual learner is trained on a portion of the given data, generating corresponding
classifiers or regressors, which are then combined to form a more powerful overall model.
In homogeneous ensembles, individual learners are called base learners, and all learners are of

the same type.
In heterogeneous ensembles, individual learners are called component learners, and the learners

include other types. Individual learning often refers to a single learner, while ensemble learning
typically involves the integration of multiple learners in some way. Below is an example.

5.1.2 Core Issues in Ensemble Learning

The core issues in ensemble learning are divided into two aspects: the selection of learners and the
construction of strategies.

(1) Which Learners to Use?
When selecting individual learners, we require:
• The performance of individual learners should not be too poor; they should not make signifi-
cant errors.

• There should be a certain level of difference between individual learners; they should not be
almost identical.
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When individual learners are too weak, the performance of the ensemble learning model will
decline. The weaknesses of individual learners manifest as low accuracy, high bias, or insufficient
learning ability for samples. Therefore, we need to avoid this situation and strive to increase the
diversity of the model. Avoid similar learning effects that could affect the model’s stability.
Thus, selecting individual learners in ensemble learning becomes a significant challenge. We

need to ensure both diversity and stable predictions. For problems not encountered by one learner,
another learner should provide some complementary capabilities. By carefully selecting learners, we
can ensure reasonable and effective learning outcomes, improving the ensemble learning model’s
ability to handle general problems and avoid overfitting.

(2) Which Strategies to Use?
To select appropriate combination strategies to build strong learners, there are two methods. Both

methods are widely used in ensemble learning and have different characteristics and advantages.
Below is an introduction to them.
• Parallel Combination Methods:Bagging: Constructs a large number of individual learners
using the bootstrap method and averages or votes based on the results. It is suitable for large
datasets with relatively simple individual learners that are not prone to overfitting.
Random Forest: Suitable for high-dimensional data or data with a large number of features.

• Traditional Combination Methods:Boosting: Trains learners and continuously adjusts
the process to account for previous errors. It is suitable for individual learners with small
bias but high variance.
Stacking: First, multiple individual learners (of different types) are stacked together, then
trained, and combined with a meta-learner to predict results. This method allows for better
utilization of diverse learners.

(3)When dealing with specific problems?
• Data volume: For example, whether the data volume is too large, whether it involves
multiple directions, and whether it has specific impacts on other factors.

• Individual learners: Generally, the differences between learners should be considered,
such as whether the learners are stable and have high accuracy.

• Algorithm: If the algorithm requires significant computational resources, we need to
consider whether the chosen ensemble method can be better applied and whether it meets
the requirements of the combination strategy.[19]

Finally, the model’s response to abnormal problems should also be considered, such as how to
better utilize noise in real-life scenarios. How to interpret high-dimensional data and use appropriate
methods to ensure a clear and accurate understanding. After completion, how to evaluate the model,
such as through comparative analysis and experimental verification.

5.2 Algorithmic Approach
After implementing decision trees, the Random Forest algorithm can be divided into three main
aspects: drawing equal-sized samples, randomly selecting features, and building multiple trees. The
Random Forest model is based on the idea of bagging, using CART decision trees on learners to
optimize the model. The approach is as follows:

In the preparation phase, we first draw part of the training data for training. Since the selection
is random, it ensures that the decision tree samples have differences, providing the basic conditions
for subsequent steps.
To ensure the stability of the decision tree quality, we perform sampling with replacement.

During training, each tree may use part of the data from other trees, although some data may not
be used.
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Fig. 19. Drawing Equal-Sized Samples

For the possible scenario where a small number of samples are not used, we address this by
implementing a large number of trees and using them as test models.

In summary, we first select data, draw N samples, and obtain N sample sets to train and produce
initial results. This process is repeated in the second round.
During model training, we randomly select features to ensure that different decision trees use

as diverse features as possible. Combined with the previous random sampling of data, these two
aspects together improve the model’s adaptability and accuracy.

Below are some advantages of randomly selecting features.

• Low similarity: By selecting different features, different decision trees have more options.
Using all features for a single criterion can lead to redundancy in decision trees.

• Key features are prominent:When data has high dimensionality, some features may not
be very useful. Random selection helps exclude these features, enhancing the influence of
key features. After training, key features become more prominent, making decision trees
more effective.

• Controllable complexity: If we do not control the number of features used, many features
may be calculated, often wasting computational resources. By controlling features, we can
manage the model’s complexity.

In summary, by randomly selecting features, we effectively solve the problem of decision tree
homogeneity, enhance and strengthen key features, and control the model’s computational resource
consumption. This balances model computational complexity and applicability, ensuring its value
and effectiveness in real-world problem-solving. Below is an example diagram of feature selection
iteration.

Through the previously mentioned steps of drawing equal-sized samples and randomly selecting
features, we can perform a round of Random Forest training.

First, we draw samples. We randomly draw a certain number of samples from the original training
dataset, keeping the total number of samples equal. This ensures the model’s diversity and controls
its generalization ability to some extent.
During training on each sample set, features are not deliberately selected. Finally, we build a

large number of decision trees and combine multiple learners, making the model highly applicable
to both classification and regression problems.
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Fig. 21. Feature Selection Iteration

5.3 Model Advantages and Disadvantages
5.3.1 Advantages

The Random Forest model does not require complex feature dimensionality reduction when dealing
with high-dimensional data; it can directly use datasets with many features. In feature selection, it
can calculate the approximate weight of each feature, rank them, and control the overall structure.
Additionally, it can create new features, further improving the model’s generalization ability.
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Random Forest uses parallel integration, effectively controlling overfitting during training. Its
engineering implementation is simple, and training is fast, showcasing its advantages when dealing
with large datasets. For the data imbalance issue in this paper, it also performs well.

Finally, Random Forest shows strong robustness to missing features, maintaining high prediction
accuracy. In summary, the Random Forest model is a powerful and comprehensive machine learning
algorithm suitable for handling high-dimensional, dense data.

5.3.2 Disadvantages

When facing noisy data, the adaptability of Random Forest is still limited. Although it can overcome
some issues by randomly selecting features and datasets, problematic datasets can still be collected
into the corresponding learners during training, affecting overall decision-making and model
stability.
Since Random Forest generates a large number of decision trees, compared to general decision

tree problems, it requires more explanation. Decision trees vary in shape, and some may have
obvious issues. How to provide reasonable and effective explanations, identify problematic points
in decision trees with many issues, and offer solutions a challenges for model designers.
Therefore, better handling of abnormal problems and improving the model’s interpretability

require further consideration and processing. (Usually, careful discrimination is needed in data
processing.) Additionally, for problematic decision trees, providing reasonable and effective ex-
planations, analyzing the causes of problems, and verifying and correcting them are necessary to
improve the model’s interpretability.

5.4 Parameter Tuning
Our Random Forest model has five main parameters: maximum number of features, number of
trees, maximum depth, minimum samples required to split an internal node, and minimum samples
required at a leaf node. Initially, we do not know where to apply these parameters to achieve
optimal results, which requires extensive processing and experimentation. This is where parameter
tuning comes into play. Through parameter tuning, we can improve the model’s robustness and
accuracy in handling complex problems, ensuring its normal operation on general issues.
The maximum number of features is a crucial parameter in the Random Forest model, corre-

sponding to the step of randomly selecting features during model construction. Problems arise
when this number is too large or too small.

When the maximum number of features is too small, the number of features available for a
decision tree decreases. In an extreme case, if a decision tree has only one feature, its applicability
will significantly decrease, clearly not meeting the requirements. The diversity of decision trees
will also decrease, inevitably reducing the model’s generalization ability.

However, when the maximum number of features is too large, problems also arise. If it is too
large, decision trees will use the same features, weakening their ability to handle noisy data and
leading to overfitting.
In general, the maximum number of features should account for 50%-75% of the total features.

However, this is not absolute, and testing for both larger and smaller cases is necessary to ensure
the model’s generalization ability.

The number of trees ensures that after randomly selecting data and features, all data and features
are better covered. A small number of trees can lead to the following problems:

• Underfitting: If there are too few trees, such as 10, many scenarios cannot be covered. When
the data volume is large, it becomes impossible to handle complex logical relationships in the
data, leading to underfitting.
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• Poor adaptability: In real-life problems, many scenarios require extensive experimentation
to simulate. With fewer trees, the predictive ability weakens, inevitably reducing adaptability
in real-life problem-solving.

• High variance: Since the Random Forest model is based on two types of randomness, the
disadvantage of randomness is the incomplete consideration of problems. If the number of
trees is not increased, the disadvantage of randomness will be exposed, leading to unstable
performance when the model is applied to different datasets.

A large number of trees can also cause the following problems:

• Overfitting: When there are too many trees, similarity issues become prominent. Over-
consideration may capture subtle features in the dataset that are not useful in practical
applications, leading to overfitting.

• Imbalanced benefits: Using too many trees means considering all possible scenarios. When
the data volume is large, significant resources are consumed without a corresponding im-
provement in results, making it inefficient.

In general, the number of trees should be controlled between 50 and 100. Too many or too few
trees can cause problems.

The maximum depth of decision trees has a significant impact on the complexity of the Random
Forest model. Both too large and too little depths can cause a series of problems.

• When the maximum depth is too large, the model may undergo repeated training, consid-
ering too many scenarios. Subtle features specific to the dataset may be included, causing
unnecessary issues, such as overfitting.

• When the maximum depth is too small, decision trees become too simple, making it difficult
to handle complex problems. The model’s generalization ability and accuracy cannot be
guaranteed.

Therefore, we often carefully select the maximum depth based on actual situations, generally
controlling it between 4 and 10.
In the Random Forest model, whether to split an internal node has a significant impact on the

generation of decision trees, representing the minimum number of samples required to split a node.
First, setting an appropriate minimum number of samples is crucial for the performance and

generalization ability of the Random Forest model. When it is too small, the threshold for secondary
or multiple splits is lower. This means decision trees can more easily split nodes, but it may also
add unnecessary processing for irrelevant parts. These differences may not be significant on the
training set, but when the scenario changes, the lack of generalization ability becomes apparent.

Conversely, when it is too large, we cannot process data that needs further splitting, limiting the
growth depth of decision trees, making them simpler, and reducing the risk of overfitting.

Generally, setting an appropriate minimum number of samples benefits the diversity of decision
trees, ensuring their differences and improving the model’s stability.
Typically, the minimum number of samples required to split an internal node is determined

based on the data volume, with no fixed range.

5.4.1 Minimum Samples Required at a Leaf Node

The minimum number of samples required at a leaf node refers to the minimum number of samples
needed to split a node again. Both too-large and too-small values significantly impact the model’s
generalization ability.
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Fig. 22. Risky Mutable Proxy

When the minimum number of samples at a leaf node is too small, such as 1, each leaf node may
split further. If there are outliers in the model, they will be included in the decision tree, harming
the model’s generalization ability and increasing the risk of overfitting.

When the minimum number of samples at a leaf node is too large, the model may not consider
many scenarios, making it unable to capture complex relationships.
Meanwhile, by setting the minimum number of samples for leaf nodes, we can regulate the

model’s complexity, which helps conserve computational resources. When appropriate leaf nodes
are selected, the resulting decision tree is usually well-balanced—neither overly complex nor too
simple. This also reduces obstacles encountered when interpreting the model.

5.4.2 GridSearch Hyperparameter Tuning Demonstration

GridSearch is a hyperparameter tuning algorithm we learned in our artificial intelligence and
big data course. It allows us to control a model’s complexity through hyperparameters, thereby
influencing aspects such as the model’s accuracy and training time.
To provide an intuitive understanding and analysis, we allocated five parameters. Through

experimentation, we found that the minimum number of samples required to split an internal
node and the minimum number of samples for a leaf node had little impact on the results after
parameter settings (this is primarily related to the data volume). To improve generalization, we set
these values to >1. Therefore, before tuning, we set the minimum number of samples to split an
internal node to 2 and the minimum number of samples for a leaf node to 2. We ranked them by
the size of cross-validation.
Below are 3D visualizations of GridSearch hyperparameter settings for five groups, including

risk-variable proxies. The color gradient ranges from light blue to blue, then to light red, and finally
to dark red, with darker colors indicating better performance.
The above diagram detail the processing effects of different parameter selections for various

vulnerabilities. Taking the last example of common loss, the poorer-performing points are mainly
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concentrated around a very small maximum depth (2) (underfitting issue). As the maximum depth
increases, the processing effect improves. The best performance is observed in the range ofmaximum
depths 3–4, with performance declining as depth increases further (corresponding to overfitting
issues).

Through the visual analysis above, we adjusted the parameter settings for different vulnerabilities,
with the results shown in the following table:

Random Forest Name Maximum Features Number of Trees Tree Depth
Risk Mutable Proxy 3 50 4
ERC-721 Reentrancy 4 50 5
Unlimited Mining 4 75 4

Missing Requirements 4 50 4
Public Burn 5 55 3

Table 9. GridSearch setting

5.5 Random Forest Results for Each Vulnerability
Using GridSearch hyperparameter tuning, we selected the best-performing decision tree from the
generated options. Below is a detailed explanation of the parameters.

Taking the optimal solution for the risk-variable proxy as an example: A3 represents the feature
value (A3 <= 0.5 means A3 = 0, indicating the feature is not satisfied). Gini is the Gini coefficient
(smaller values indicate higher purity). Samples refers to the number of samples corresponding
to the feature. Value divides the data into two categories: the first class is 0, and the second is 1,
representing whether the feature is unsatisfied or satisfied, respectively.

5.6 Conclusion
Through the transition from decision trees to random forests, the model has undergone a com-
prehensive leap. On one hand, I have a complete process from raw data to the final decision tree
generation, along with data from each stage, resulting in strong interpretability.
Additionally, during the construction of the random forest, I conducted extensive visualization

work for the selection of five key parameters. By utilizing the GridSearch hyperparameter tuning
method, significant efforts were made to provide a more intuitive understanding and insight into
the impact of parameters across various vulnerabilities.

References
[1] Arpita Nath Boruah, Saroj Kumar Biswas, and Sivaji Bandyopadhyay. 2023. Transparent rule generator random forest

(TRG-RF): an interpretable random forest. Evolving Systems 14, 1 (2023), 69–83.
[2] Jiuyang Bu, Wenkai Li, Zongwei Li, Zeng Zhang, and Xiaoqi Li. 2025. Enhancing Smart Contract Vulnerability

Detection in DApps Leveraging Fine-Tuned LLM. arXiv preprint arXiv:2504.05006 (2025).
[3] Jiangyun Chen, Jiao Yang, Siyuan Liu, Haozheng Zhou, Xuanhao Yin, Menglin Luo, Yibo Wu, and Jinghui Chang. 2023.

Risk profiles for smoke behavior in COVID-19: a classification and regression tree analysis approach. BMC Public
Health 23, 1 (2023), 2302.

[4] Elizabeth A Freeman, Gretchen G Moisen, John W Coulston, and Barry T Wilson. 2016. Random forests and stochastic
gradient boosting for predicting tree canopy cover: comparing tuning processes and model performance. Canadian
Journal of Forest Research 46, 3 (2016), 323–339.

[5] KeXin Gong, Xiangmei Song, Na Wang, Chunyang Wang, and Huijuan Zhu. 2023. SCGformer: Smart contract
vulnerability detection based on control flow graph and transformer. IET Blockchain 3, 4 (2023), 213–221.

[6] Haoshuang Han, Rongrong Wan, and Bing Li. 2021. Estimating forest aboveground biomass using Gaofen-1 images,
Sentinel-1 images, and machine learning algorithms: A case study of the Dabie Mountain Region, China. Remote
Sensing 14, 1 (2021), 176.

, Vol. 1, No. 1, Article . Publication date: April 2025.



28 Xin Wang and Xiaoqi Li

[7] Erfan Hasmin and Sitti Aisa. 2019. Penerapan algoritma c4. 5 untuk penentuan penerima beasiswa mahasiswa. CogITo
Smart Journal 5, 2 (2019), 308–320.

[8] SeungWook Jung and HooKi Lee. 2019. Fair Private Block Encryption Protocol for Delegated Node of Public Blockchain.
Convergence Security Journal 19, 5 (2019), 11–18.

[9] Seong-Kyu Kim. 2021. Automotive vulnerability analysis for deep learning blockchain consensus algorithm. Electronics
11, 1 (2021), 119.

[10] Dechao Kong, Xiaoqi Li, and Wenkai Li. 2024. Characterizing the Solana NFT ecosystem. In Companion Proceedings of
the ACM Web Conference 2024. 766–769.

[11] Amioy Kumar, Madasu Hanmandlu, and H_M Gupta. 2013. Fuzzy binary decision tree for biometric based personal
authentication. Neurocomputing 99 (2013), 87–97.

[12] Narander Kumar, Vishal Verma, and Vipin Saxena. 2013. Construction of Decision Tree for Insurance Policy System
through Entropy and GINI Index. International Journal of Computer Applications 975 (2013), 8887.

[13] K Lakshminarayana and K Sathiyamurthy. 2022. Towards auto contract generation and ensemble-based smart contract
vulnerability detection. International Journal of Electrical and Computer Engineering Systems 13, 9 (2022), 747–757.

[14] R Lalduhsaka, Nilutpol Bora, and Ajoy Kumar Khan. 2022. Anomaly-based intrusion detection using machine learning:
An ensemble approach. International Journal of Information Security and Privacy (IJISP) 16, 1 (2022), 1–15.

[15] Shuxun Li, Guolong Deng, Yinggang Hu, Mengyao Yu, and Tingqian Ma. 2024. Structural optimization of multistage
depressurization sleeve of axial flow control valve based on Stacking integrated learning. Scientific Reports 14, 1 (2024),
7459.

[16] Wenkai Li, Xiaoqi Li, Zongwei Li, and Yuqing Zhang. 2024. Cobra: interaction-aware bytecode-level vulnerability
detector for smart contracts. In Proceedings of the 39th IEEE/ACM International Conference on Automated Software
Engineering. 1358–1369.

[17] Wenkai Li, Xiaoqi Li, Yuqing Zhang, and Zongwei Li. 2024. DeFiTail: DeFi Protocol Inspection through Cross-Contract
Execution Analysis. In Companion Proceedings of the ACM Web Conference 2024. 786–789.

[18] Wenkai Li, Zhijie Liu, Xiaoqi Li, and Sen Nie. 2024. Detecting Malicious Accounts in Web3 through Transaction Graph.
In Proceedings of the 39th IEEE/ACM International Conference on Automated Software Engineering. 2482–2483.

[19] Xiaoqi Li et al. 2021. Hybrid analysis of smart contracts and malicious behaviors in ethereum,Hong Kong Polytechnic
University. (2021).

[20] Xiaoqi Li, Ting Chen, Xiapu Luo, and Jiangshan Yu. 2020. Characterizing erasable accounts in ethereum. In Information
Security: 23rd International Conference, ISC 2020, 2020. Springer, 352–371.

[21] Xiaoqi Li, Yingjie Mao, Zexin Lu, Wenkai Li, and Zongwei Li. 2024. SCLA: Automated Smart Contract Summarization
via LLMs and Control Flow Prompt. arXiv e-prints (2024), arXiv–2402.

[22] Zongwei Li, Dechao Kong, Yuanzheng Niu, Hongli Peng, Xiaoqi Li, and Wenkai Li. 2023. An overview of AI and
blockchain integration for privacy-preserving. arXiv preprint arXiv:2305.03928 (2023).

[23] Zongwei Li, Wenkai Li, Xiaoqi Li, and Yuqing Zhang. 2024. Guardians of the ledger: Protecting decentralized exchanges
from state derailment defects. IEEE Transactions on Reliability (2024).

[24] Zongwei Li, Wenkai Li, Xiaoqi Li, and Yuqing Zhang. 2024. StateGuard: Detecting State Derailment Defects in
Decentralized Exchange Smart Contract. In Companion Proceedings of the ACM Web Conference 2024. 810–813.

[25] Zongwei Li, Xiaoqi Li, Wenkai Li, and Xin Wang. 2025. SCALM: Detecting Bad Practices in Smart Contracts Through
LLMs. arXiv preprint arXiv:2502.04347 (2025).

[26] Zekai Liu and Xiaoqi Li. 2025. SoK: Security Analysis of Blockchain-based Cryptocurrency. arXiv preprint
arXiv:2503.22156 (2025).

[27] Zekai Liu, Xiaoqi Li, Hongli Peng, and Wenkai Li. 2024. GasTrace: Detecting Sandwich Attack Malicious Accounts in
Ethereum. In 2024 IEEE International Conference on Web Services (ICWS). IEEE, 1409–1411.

[28] Chuang Ma, Shuaiwu Liu, and Guangxia Xu. 2023. HGAT: smart contract vulnerability detection method based on
hierarchical graph attention network. Journal of Cloud Computing 12, 1 (2023), 93.

[29] Anzhelika Mezina and Aleksandr Ometov. 2023. Detecting smart contract vulnerabilities with combined binary and
multiclass classification. Cryptography 7, 3 (2023), 34.

[30] Fatima-Zahrae Nakach, Hasnae Zerouaoui, and Ali Idri. 2022. Hybrid deep boosting ensembles for histopathological
breast cancer classification. Health and Technology 12, 6 (2022), 1043–1060.

[31] Yuanzheng Niu, Xiaoqi Li, Hongli Peng, and Wenkai Li. 2024. Unveiling wash trading in popular NFT markets. In
Companion Proceedings of the ACM Web Conference 2024. 730–733.

[32] Sumathi Pawar, Manjula Gururaj Rao, and Karuna Pandith. 2023. Text document categorisation using random forest
and C4. 5 decision tree classifier. International Journal of Computational Systems Engineering 7, 2-4 (2023), 211–220.

[33] Neelam Rout, Debahuti Mishra, Manas Kumar Mallick, et al. 2018. Ensemble learning for handling imbalanced datasets
with the combination of bagging and sampling methods. Indian Journal of Public Health Research & Development 9, 9
(2018), 1412–1419.

, Vol. 1, No. 1, Article . Publication date: April 2025.



AI-Based Vulnerability Analysis of NFT Smart Contracts 29

[34] Yingze Tian, Baoguo Wu, Xiaohui Su, Yan Qi, Yuling Chen, and Zhiqiang Min. 2020. A crown contour envelope model
of Chinese fir based on random forest and mathematical modeling. Forests 12, 1 (2020), 48.

[35] Thierry Van Cutsem, Louis Wehenkel, Mania Pavella, Bertrand Heilbronn, and Michel Goubin. 1993. Decision tree
approaches to voltage security assessment. In IEE Proceedings C (Generation, Transmission and Distribution), Vol. 140.
IET, 189–198.

[36] Yishun Wang, Xiaoqi Li, Wenkai Li, and Xin Wang. 2024. Smart Contracts in the Real World: A Statistical Exploration
of External Data Dependencies. arXiv preprint arXiv:2406.13253 (2024).

[37] Lean Yu, Shouyang Wang, and Kin Keung Lai. 2010. Developing an SVM-based ensemble learning system for customer
risk identification collaborating with customer relationship management. Frontiers of Computer Science in China 4
(2010), 196–203.

, Vol. 1, No. 1, Article . Publication date: April 2025.


	Abstract
	1 INTRODUCTION
	2 BACKGROUND
	2.1 Smart Contracts
	2.2 Random Forest Model

	3 PRELIMINARY PREPARATION
	3.1 Data Processing
	3.2 Vulnerability Analysis
	3.3 Vulnerability Examples

	4 CONSTRUCTION OF DECISION TREES
	4.1 Feature Extraction
	4.2 Feature Selection and Division
	4.3 Gini Coefficient
	4.4 Generating CART Decision Trees
	4.5 Decision Tree Pruning

	5 RANDOM FORESTS MODELS
	5.1 Introduction to Ensemble Learning
	5.2 Algorithmic Approach
	5.3 Model Advantages and Disadvantages
	5.4 Parameter Tuning
	5.5 Random Forest Results for Each Vulnerability 
	5.6 Conclusion

	References

