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ABSTRACT
Large Language Models (LLMs) have rapidly evolved over the past
few years and are currently evaluated for their efficacy within the
domain of offensive cyber-security. While initial forays showcase
the potential of LLMs to enhance security research, they also raise
critical ethical concerns regarding the dual-use of offensive security
tooling.

This paper analyzes a set of papers that leverage LLMs for offen-
sive security, focusing on how ethical considerations are expressed
and justified in their work. The goal is to assess the culture of
AI in offensive security research regarding ethics communication,
highlighting trends, best practices, and gaps in current discourse.

We provide insights into how the academic community navi-
gates the fine line between innovation and ethical responsibility.
Particularly, our results show that 13 of 15 reviewed prototypes
(86.6%) mentioned ethical considerations and are thus aware of the
potential dual-use of their research. Main motivation given for the
research was allowing broader access to penetration-testing as well
as preparing defenders for AI-guided attackers.
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1 INTRODUCTION
Large Language Models (LLMs) have rapidly evolved, demonstrat-
ing remarkable capabilities in tasks ranging from natural language
understanding [22] to code generation [18, 25]. In the realm of cy-
bersecurity, these models are increasingly being applied to offensive
security tasks, including vulnerability discovery, penetration test-
ing, and automated exploitation [3, 6, 14, 19, 26, 27, 39, 41, 42, 45].
While these applications showcase the potential of LLMs to enhance
security research, they also raise critical ethical concerns regarding
the dual-use of offensive security tooling [36].

This paper analyzes a set of papers that leverage LLMs for offen-
sive security, how they address ethical considerations of their work
and the reasoning given to justify or mitigate potential risks.

The goal of this paper is to assess the culture of AI for offensive
security research papers in communicating ethics in their papers.
We aim to highlight emerging trends, best practices, and gaps in
current discourse. This analysis contributes to the ongoing discus-
sion [2, 23] about the responsible use of LLMs in security research
and provides insights into how the academic community navigates
the fine line between innovation and ethical responsibility. Particu-
larly, we found that authors are aware of the potential dual-use of
their research but believe that the positive outcomes overweight
negative ones. Reasons given for their research include making
penetration testing more accessible and preparing defenders for
future LLM-based attackers.

2 BACKGROUND
We provide a brief overview of how ethical considerations are
expressed within traditional security tooling, and the different es-
tablished vulnerability disclosure practices as relevant background
information.

2.1 Ethics Within Traditional Security Tooling
Security tooling is inherently dual-natured as it can be used both
by ethical white-hat hackers for improving defenses as well as by
black-hat hackers to attack their victims. We fully agree with the
analysis by Zhang et al. [44], stating:

For instance, Silic [36] surveys practitioners and finds
that empirically practitioners agree that dual-use
technology has both benefits and harms, as malicious
attackers can use them for harm but good actors can
use them for defense. Rad [30] argues that while such
technology can be used for harm, restrictions can
hinder the benefits of the technology more than the
harms, as malicious actors may simply obtain equiv-
alent technology through alternative means such as
black markets that are not available to law-abiding
actors.

To the best of our knowledge, there is no academic research on
the ethics of open-source penetration testing tooling. Within the
security industry, releasing penetration testing tools as open source
is common practice [36]. These tools often target a single attack
technique, not single exploits, e.g., sqlmap1 targets SQL injection
attacks or gobuster2 targeting web URL fuzzing.

Releasing specific exploits for found vulnerabilities, e.g. for Print-
Nightmare3 or EternalBlue4, are often released utilizing a responsi-
ble disclosure process (Section 2.2). A special case can be made for
command-and-control (C2) tooling. These tools are typically used
for Red-Teaming undercover assignments and could be abused by
ransomware or APT groups. Commercial C2 frameworks such as
CobaltStrike5often perform a background check of potential buyers,
while open-source tools such as slither6, mythic7, or havoc8 are
publicly available as open-source tools.

2.2 Disclosure Practices in Pen-Testing
One of the ethical hackers’ goals is to improve security [11]. After
a vulnerability has been identified, it is typically reported to the

1https://sqlmap.org/
2https://github.com/OJ/gobuster
3https://en.wikipedia.org/wiki/PrintNightmare
4https://de.wikipedia.org/wiki/EternalBlue
5https://www.cobaltstrike.com/
6https://github.com/BishopFox/sliver
7https://github.com/its-a-feature/Mythic
8https://github.com/HavocFramework/Havoc
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respective author so that remediation can be implemented before
releasing information about the vulnerability. Releasing a vulner-
ability increases the state-of-the-art of security as well as creates
prestige for the ethical hacker (which is a part of hackers’ motiva-
tion as the research is often not monetarily compensated).

When using Coordinated Disclosure [1], the ethical hacker only
releases information after a security patch has been released by the
software author or vendor. Some vendors argue that there should
be an additional disclosure deadline until a released patch is applied
by the users of the respective software.

As coordinated disclosure policies are abusable by vendors to
delay or prevent the publication of vulnerabilities, many ethical
researchers have adopted strict deadlines. For example, Google
Project Zero [43] switched to a 90+30 policy in 2021. A vendor has
90 days to release a security update, after a security update has been
released Google waits for 30 days until disclosure of the vulnera-
bility. An additional 14 day grace period is allowed upon request.
If the vulnerability is already abused in the wild, i.e., is a 0-day, a
7-day disclosure policy replaces the 90-day policy. The Zero-Day
Initiative (ZDI), an initiative that reports security research findings
to software vendors, utilizes a 120 day disclosure policy [16].

An alternative approach is Full-Disclosure in which security
researchers directly report a vulnerability without reporting to the
vendor first. The use of full-disclosure arose in the early 2000s as
software vendors were often delaying disclosure of vulnerabilities
or even threatening to sue security researchers [33]. Full-disclosure
often results from bad experiences with prior coordinated disclosure
procedures [11]. Originally, coordination disclosure procedures
were named Responsible Disclosure. To prevent other forms of
disclosure from appearing not responsible compared to responsible
disclosure, the term coordinated disclosure is now preferred by the
industry.

3 METHODOLOGY
To gather the state-of-the-art on using LLMs for offensive security,
we analyzed recent survey papers [3, 6, 14, 19, 26, 27, 39, 41, 42, 45]
and identified English papers that were using LLMs to perform
offensive security in a penetration-testing context. We analyzed
their references to backward-reference the initial papers that uti-
lized LLMs for offensive security research, resulting in both winter-
mute [11] and pentestGPT [5]. Using Google Scholar, we performed
forward-referencing by adding papers that cited either pentestGPT
or wintermute and fit our initial selection criteria. This process
led to the final selection of the 16 papers detailing 15 prototypes
utilizing LLMs for offensive security.

Using the selected papers, we performed a thematic analysis [4,
32]. During the initial phase, often referred to as “Familiarizing
yourself with the data”, all selected papers were read by the authors
and initial themes (codes) emerged. In the next phase, we compared
the themes derived from the individual authors and integrated them
into our final themes seen in Table 1. Finally, all papers were re-read
and analyzed using the unified themes. This data is the base for the
subsequent analysis presented in this paper.

Threats to Validity. Any literature-based study faces the threat of
selection bias (internal threat). To counteract this, we performed
forward referencing. Another potential bias would be experimenter

bias (internal threat). To reduce the risk, all the data collected was
analyzed separately by the different authors and their respective
labeling results were compared for differences, and ambiguities
were discussed and resolved.

4 RESULTS
The results of our thematic analysis can be seen in Table 1. 13 of
the 15 reviewed prototypes (86.6%) contained a mention of ethical
considerations. We detected explicit ethics sections, ethical limita-
tion sections, as well as dedicated paragraphs that mention ethics
or the potential abuse of the respective attack prototype. A single
paper [40] mentioned involvement of an ethics board/IRB.

10 of the 15 papers (66.6%) released their source code or artifacts.
Of the five papers that did not provide their artifacts, 3 provided
example prompts within their papers or their appendix. One pa-
per [37] additionally mentioned that full sources will be released
upon publication. Three papers neither released prompts nor code
(also see Section 5.5).

The ubiquitous motivation for using LLMs for offensive security
was that penetration tests are fundamental for establishing a good
security posture while being costly and resource-expensive. The
analysis of LLMs’ capabilities for offensive security automation was
presented as a potential solution to this problem.

The development of offensive tooling is inherently dual-use and
can be problematic when black-hats utilize those tools for illegal
activities. As shown in Table 1, 66.6% of publications provided ad-
ditional justification for their research, with the most common one
being “helping defenders prepare” (60%). 20% of papers saw poten-
tial for automated penetration-testing using LLMs but claimed in
their ethics section that their current prototype is not sophisticated
enough for real-world usage (see Section 5.1).

Other reasons given were “continuation of existing work” by
either other papers or traditional security tooling (two papers),
“empirical evidence that attackers are already using LLMs” (two pa-
pers), or “providing transparency” to defenders or decision-makers
(two papers, see Section 5.5).

Papers gavemitigations to reduce the risk of LLM-guided penetration-
testing. 53% of papers detailed their sandboxed testing environment
that prevents performing unintentional harmful operations by the
used LLM (see Section 5.1).

Three papers gave concrete recommendations for the detection
of LLM-guided penetration-testing or created remediation sugges-
tions within their prototype. Three additional papers mentioned
ongoing monitoring of their LLM’s activities as remediation. AI reg-
ulation was mentioned by three papers (either to provide informa-
tion to create potential regulation or use regulation as mitigation),
although regulation was also noted as being slow to adopt [44].

5 DISCUSSION
5.1 Balance and Consistency
All prototypes use a form of virtualization or sandboxing for their
test environment. It is assumed that this was influenced at least par-
tially by safety considerations. These mechanisms typically protect
the security researchers’ infrastructure, and is not necessarily about
protecting others. If a paper details protection mechanisms for its
own experiment infrastructure, we would expect an ethics section
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Getting pwned by AI [11] ✓ full ✓ ✓ ✓ ✓ ✓ ✓

LLMs as Hackers [13] ✓ full ✓ ✓ ✓ ✓ ✓ ✓

Autonomously Hack Websites [8] ✓ upon request ✓ ✓ ✓ ✓

Autonomously Exploit One-day Vulns. [9] ✓ upon request ✓ ✓ ✓ ✓

Exploit Zero-Day Vulnerabilities [9] none ✓

PenHeal [15] ✓ prompts ✓ ✓ ✓ ✓

AUTOPENBENCH [10] ✓ full ✓ ✓ ✓ ✓

HackSynth [28] ✓ full ✓ ✓ ✓

Vulnbot [24] full ✓

Multistage Network Attacks [37] ✓ prompts ✓ ✓ ✓ ✓ ✓

pentestGPT [5] ✓ full ✓ ✓

Can LLMs hack Enterprise Networks? [12] ✓ full ✓ ✓ ✓ ✓ ✓ ✓

Towards automated penetration testing [17] ✓ full ✓ ✓ ✓ ✓

AutoAttacker [40] ✓ prompts ✓ ✓ ✓ ✓ ✓

CyBench [44] ✓ full ✓ ✓ ✓ ✓ ✓ ✓

NYU CTF Dataset[34, 35] ✓ full ✓ ✓

Table 1: Publications using LLMs to perform offensive security. We categorize availability as “full” if the sources and prompts
are publicly released, “prompts“ if the publication includes example prompts but no sources were released, “none” if neither
sources or prompts are included or released, and “upon request” if a publication mentions that sources will be made available
upon request (or for reviewers).

detailing the potential abuse of the written prototype (Muszai et
al. [28] mention the dual-nature of security tooling within single
sentence while detailing securing the experiment setup).

A slight inconsistency occurs if a paper mentions ethical con-
cerns within its background section but does not contain an ethics
section itself [24].

We noted inconsistencies between the evaluation and ethics sec-
tions. For example, Singer et al. [37] state in their results that “Using
Incalmo, LLMs can autonomously and fully succeed at multistage
attack in 5 out of 10 environments and partially succeed in 9 out of
10 environments”. Their experiment scenarios are “inspired from a
mix of public reports of real-world attacks, common topologies, or
used in prior work” and includes simulated critical infrastructure.
These substantial improvements and findings are in contrast to the
paper’s ethics section stating “Incalmo only has a limited number of
attacker capabilities (e.g., only has five exploits), limiting the harm
that it could cause in practice”.

5.2 Disclosure of Findings vs. Disclosure of
Tooling

Two papers mentioned ongoing disclosure as a reason for not re-
leasing artifacts. Singer et al. [37] (also see Section 5.1) state that
they will eventually release artifacts. As they were using a synthetic
testbed, there is a question where they disclose the finding to. Fang
et al. [8] used their prototype against a curated collection of 50
web-sites. They found a single XSS vulnerability and were not able
to contact the creator of the website. This questions the quality of
the bug-bounty program within which they were operating their
prototype in and how they got the approval for the testing in the
first place.

We highlighted the ethics of traditional tooling within our Back-
ground section (Section 2). We would argue that LLM-driven tools
are similar to generic attack tools, do not fall into the “undercover”
C2 area, and do not produce single exploits for vulnerabilities. We
highly recommend performing responsible disclosure of found vul-
nerabilities (Section 2.2) while making the case that generic tooling
as LLM-harnesses and prompts can be released similarly to tradi-
tional security tooling.
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The increased agency of autonomous systems increases the po-
tential fallout, but we would argue that this calls for mitigation
measures (such as keeping humans in the loop) instead of non-
disclosure of tooling.

5.3 Humans in the Loop
We were investigating papers that utilize LLMs for performing
attacks, typically in an autonomous way to allow for comparative
benchmarking. In a real-world scenario we would assume that
humanswould be kept in the loop, i.e., humans have to acknowledge
potential destructive operations to prevent unintentional harm.
The two earliest papers either keep the human in the loop (for
error-correcting purposes, pentestGPT ) or mention using Human-
in-the-Loop techniques for safety reasons (wintermute) while later
publications do not explicitly mention this. We assume that their
focus on measuring and increasing the efficacy of using LLMs
for penetration testing mandates autonomous use and real-life
deployments of the prototypes will have human oversight added.

5.4 Ethics of using CTF for Education
The analyzed papers contained both papers that focused on the
attack prototype as well as papers that focused on creating bench-
marks that were evaluated using LLM-driven attack tooling. The
latter were primarily benchmark papers and stated common knowl-
edge about CTF ethical usage [34]:

Furthermore, the misuse of LLMs to launch sophisti-
cated attacks raises concerns aroundmalicious use [38].
However, the benefit of CTFs in cybersecurity educa-
tion is well-accepted [20, 21].

5.5 Safety vs. Transparency in Artifact
Disclosure

We see different opinions with regard to artifact disclosure within
our reviewed papers. Fang et al. [7–9] propose non-disclosure of
artifacts, stating e.g. [8] (emphasis added):

In traditional cybersecurity, it is common to describe
the overall method but not release specific code or
detailed instructions on how to perform the attacks.
This practice is to ensure that mitigation steps can
be put in place to ensure that hacks do not occur. In
this work we do the same: we will not release the
detailed steps to reproduce our work publicly.
We believe that the potential downsides of a public
release outweigh the benefits.

This contrasts with disclosure procedures shown in our back-
ground section (Section 2.2). Other authors propose transparency
and artifact disclosure, e.g., Zhang et al. [44] state:

Finally, as scientific researchers, we believe that re-
producibility and transparency are central to the AI
ecosystem [29, 31]. The reproducibility crisis affecting
the sciences has affected machine learning as well,
owing to mistakes and/or even fraud and fabrica-
tion [29, 31]. While transparency in code, data, and
methods is not sufficient to guarantee reproducibil-
ity (as mistakes can, of course, occur in the research

process), obscurity can ensure irreproducibility. Ad-
ditionally, releasing our code allows the community
to build on our work, helping accelerate scientific
progress.

6 CONCLUSION AND RECOMMENDATIONS
Our analysis has shown that authors are aware of the dual nature
of offensive tool research.

We recommend including an ethics section in future papers that
clearly states the motivation for the research as well as its potential
impact. The impact analysis should be consistent with the evalua-
tion performed within the respective paper. If feasible, mitigations
or guidance for detection and monitoring should be given anal-
ogous to Indicator-of-Compromise (IoC) often published during
attack analysis. If vulnerabilities are found during the research,
they should be reported using responsible disclosure mechanisms.

All authors have to decide for themselves on the topic of releasing
artifacts (see Section 2.2). We lean towards transparency and would
like to finish this paper with a quote from Happe and Cito [12]:

Open security tooling ultimately enhances collective
cybersecurity.
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