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Processing-using-DRAM (PuD) is a promising paradigm for
alleviating the data movement bottleneck using a DRAM array’s
massive internal parallelism and bandwidth to execute very wide
data-parallel operations. Performing a PuD operation involves
activating multiple DRAM rows in quick succession or simulta-
neously, i.e., multiple-row activation. Multiple-row activation is
fundamentally different from conventional memory access pat-
terns that activate one DRAM row at a time. However, repeatedly
activating even one DRAM row (e.g., RowHammer) can induce
bitflips in unaccessed DRAM rows because modern DRAM is
subject to read disturbance, a worsening safety, security, and
reliability issue. Unfortunately, no prior work investigates the
effects of multiple-row activation, as commonly used by PuD
operations, on DRAM read disturbance.

In this paper, we present the first characterization study of read
disturbance effects of multiple-row activation-based PuD (which
we call PuDHammer) using 316 real DDR4 DRAM chips from four
major DRAM manufacturers. Our detailed characterization re-
sults covering various operational conditions and parameters (i.e.,
temperature, data patterns, access patterns, timing parameters,
and spatial variation) show that 1) PuDHammer significantly
exacerbates the read disturbance vulnerability, causing up to
158.58× reduction in the minimum hammer count required to
induce the first bitflip (HCfirst), compared to RowHammer,
2) PuDHammer is affected by various operational conditions
and parameters, 3) combining RowHammer with PuDHammer
is more effective than using RowHammer alone to induce read
disturbance errors (e.g., compared to RowHammer, doing so re-
duces HCfirst by 1.66× on average across all tested rows), and
4) PuDHammer bypasses an in-DRAM RowHammer mitigation
mechanism called Target Row Refresh and induces more bitflips
than RowHammer.
To develop future robust PuD-enabled systems in the pres-

ence of PuDHammer, we 1) develop three countermeasures and
2) adapt and evaluate the effectiveness of state-of-the-art Row-
Hammer mitigation standardized by industry, called Per Row
Activation Counting (PRAC). We show that the adapted PRAC in-
curs large performance overheads to mitigate PuDHammer (e.g.,
an average performance overhead of 48.26% across 60 five-core
multiprogrammed workloads). We hope and expect that our find-
ings motivate and guide system-level and architectural solutions
to enable read-disturbance-resilient future PuD systems.

1. Introduction
Modern computing systems move vast amounts of data be-

tween main memory (DRAM) and processing elements (e.g.,

CPU and GPU) [1, 2]. Unfortunately, this data movement
is a major bottleneck that consumes a large fraction of ex-
ecution time and energy in many modern applications [1–
28]. Processing-using-DRAM (PuD) [29–34] is a promising
paradigm that can alleviate the data movement bottleneck.
PuD uses the analog operational properties of the DRAM
array circuitry to enable massively parallel in-DRAM com-
putation (i.e., PuD operations), which can be used to accel-
erate important applications including databases and web
search [29, 30, 32, 35–43], data analytics [29, 44–48], graph
processing [32, 48–51], genome analysis [52–57], cryptogra-
phy [58, 59], hyper-dimensional computing [60–62], and gen-
erative AI [63–72].

A wide variety of PuD operations (e.g., in-DRAM data copy
and bulk bitwise operations) rely on a key PuD technique called
multiple-row activation, which accesses (activates) multiple
DRAM rows in quick succession or simultaneously [29–32,
40, 73–84]. Multiple-row activation is fundamentally different
from conventional DRAM operations that access only a single
DRAM row at a time.

Unfortunately, with aggressive technology node scaling, re-
peatedly accessing even a single DRAM row disturbs the data
integrity of unaccessed physically-adjacent DRAM rows and
causes bitflips [85–152]. RowHammer [93] and RowPress [153]
are two prominent examples of DRAM read disturbance phe-
nomena where a DRAM row (i.e., victim row) can experience
bitflips when a nearby DRAM row (i.e., aggressor row) is 1) re-
peatedly activated (i.e., hammered) [34, 93, 116, 152] or 2) kept
open for a long period (i.e., pressed) [34, 145, 153, 154]. Unfor-
tunately, no prior work explores the read disturbance effects
of multiple-row activation-based PuD operations.

In this paper, we present the first experimental characteriza-
tion of the read disturbance effects of multiple-row activation-
based PuD operations, PuDHammer, on 316 commercial off-
the-shelf (COTS) DDR4 DRAM chips from four major DRAM
manufacturers (in 40 DRAM modules). We characterize the
read disturbance effect of two types of multiple-row activa-
tion: 1) consecutive multiple-row activation (which we call
CoMRA), used for in-DRAM data copy [40,73,74,77,79,83,155]
(§4) and 2) simultaneous multiple-row activation (which we
call SiMRA), used for in-DRAM bitwise operations [29, 30, 73,
74, 76, 78, 79, 81, 82, 155] (§5) under various operational condi-
tions and parameters (i.e., data patterns, temperature, access
patterns, timing parameters, and spatial variation). We also
analyze 1) how combining RowHammer with PuDHammer
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(i.e., a combined pattern that performs RowHammer and PuD-
Hammer repeatedly) affects read disturbance (§6) and 2) the
effectiveness of an in-DRAM mitigation mechanism, broadly
referred to as Target Row Refresh (TRR) [119, 125, 156–158],
against PuDHammer (§7).
Based on our characterization, we make 26 new empirical

observations and share 9 key takeaway lessons. We highlight
four of our major new results. First, repeatedly performing
multiple-row activation greatly increases the DRAM chip’s
read disturbance vulnerability. We find that both CoMRA and
SiMRA decrease the minimum hammer count required to in-
duce the first bitflip (HCfirst) in all tested DRAM chips from
four manufacturers. We observe that the lowest HCfirst ob-
served due to CoMRA and SiMRA are 13.98× and 158.58×
lower than the lowest HCfirst observed due to RowHammer,
respectively. Second, operational conditions and parameters
impact PuDHammer (especially SiMRA). We find that ham-
mering with SiMRA is significantly affected by data pattern
and row on time (i.e., RowPress [153]) and can change the
average HCfirst of victim rows in a DRAM chip by up to
57.80× and 270.27× across all tested data patterns and row on
time values. Third, a combined RowHammer and PuDHam-
mer access pattern is much more effective at inducing read
disturbance bitflips than using RowHammer alone. We observe
that, compared to RowHammer, the average HCfirst of victim
rows in a DRAM chip decreases by up to 1.34×, 1.22× when
RowHammer is combined with CoMRA or SiMRA, respec-
tively. We find that a combination of RowHammer, CoMRA,
and SiMRA is the most effective access pattern among the
tested patterns and reduces average HCfirst of victim rows in
a DRAM chip by 1.66×. Fourth, we observe that in a tested SK
Hynix DDR4 DRAM module, both CoMRA and SiMRA bypass
the TRR mechanism and induce more bitflips than RowHam-
mer. For example, SiMRA and CoMRA respectively induce
11340× and 1.10× more bitflips than RowHammer on average
in the presence of TRR.

Our characterization results suggest that future PuD-enabled
systems should take PuDHammer into account to maintain the
fundamental robustness property of memory isolation. Based
on our findings, to mitigate PuDHammer, we 1) develop and
qualitatively analyze three countermeasures against PuDHam-
mer that modify the DRAM chips and DRAM interface (§8.1)
and 2) adapt and evaluate the state-of-the-art RowHammer
solution standardized by industry, called Per Row Activation
Counting (PRAC) [159–163] (§8.2). We find that the adapted
PRAC solution to PuDHammer incurs an average system per-
formance overhead of 48.26% across all tested 60 five-core
multiprogrammed workload mixes.

This paper makes the following key contributions:
• To our knowledge, this is the first work to analyze and ex-
perimentally demonstrate the interaction between read dis-
turbance and Processing-using-DRAM (PuD) operations in
COTS DRAM chips. We extensively characterize the read
disturbance effect of multiple-row activation-based PuD op-
erations on 316 chips from 40 real DRAM modules.

• Our results show that 1) multiple-row activation greatly am-
plifies the DRAM read disturbance errors across all tested
manufacturers (e.g., up to 158.58× reduction in HCfirst),
2) the read disturbance effect of multiple-row activation
depends on operational conditions and parameters with
large variations in some cases (e.g., up to 270.27× change in
HCfirst), 3) combining RowHammer with multiple-row ac-
tivation is more effective than using RowHammer alone for
inducing the first read disturbance error (e.g., 1.66× reduc-
tion in HCfirst on average), and 4) PuDHammer bypasses
the in-DRAM TRR mechanism, inducing many more bitflips
in a DRAM row than RowHammer does, in the presence of
TRR (e.g., 11340× more bitflips on average).

• We develop and analyze four potential ways to mitigate PuD-
Hammer. We adapt and evaluate the effectiveness of the
industry’s state-of-the-art RowHammer mitigation, PRAC,
and show that adapted PRAC incurs large performance over-
heads to mitigate PuDHammer.

• Our takeaway lessons (from both characterization and miti-
gation) call for future work on understanding the underlying
device-level causes of PuDHammer bitflips and other inno-
vative solutions to mitigate PuDHammer bitflips to enable
read-disturbance-resilient future PuD systems.

2. Background
2.1. Dynamic Random Access Memory (DRAM)
DRAM Organization. Fig. 1 shows the hierarchical organi-
zation of a modern DRAM-based main memory. The memory
controller connects to a DRAM module over a memory chan-
nel. A module contains one or multiple DRAM ranks that
time-share the memory channel. A rank consists of multiple
DRAM chips. Each DRAM chip has multiple DRAM banks,
each containing multiple subarrays.
Within a subarray, DRAM cells form a two-dimensional

structure interconnected over bitlines and wordlines. The row
decoder in a subarray decodes the row address and drives one
wordline out of many. A row of DRAM cells on the same
wordline is referred to as a DRAM row. The DRAM cells in
the same column are connected to the sense amplifier via a
bitline. A DRAM cell stores a binary data value in the form of
electrical charge on a capacitor (VDD or 0 V), and this data is
accessed through an access transistor, driven by the wordline
to connect the cell capacitor to the bitline.
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Figure 1: Hierarchical organization of modern DRAM.

DRAM Access. The memorycontroller serves memory ac-
cess requests by issuing DRAM commands, e.g., row activation
(ACT), bank precharge (PRE), data read (RD), data write (WR), and
refresh (REF ) while respecting certain timing parameters to
guarantee correct operation [21, 164–174]. The memory con-
troller issues an ACT command alongside the bank address and
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row address corresponding to the memory request’s address
to activate a DRAM row. During the row activation process, a
DRAM cell shares its charge, and thus, its initial charge level
needs to be restored (via a process called charge restoration).
The latency from the start of a row activation until the com-
pletion of the DRAM cell’s charge restoration is called tRAS .
To access another row in an already activated DRAM bank,
the memory controller must issue a PRE command to close
the opened row and prepare the bank for a new activation.
The minimum latency between issuing a PRE command and
opening a row with an ACT command is called tRP .
DRAM Refresh. A DRAM cell is inherently leaky and thus
loses its stored electrical charge over time [175–177]. To main-
tain data integrity, a DRAM cell is periodically refreshed with
a time interval called the tREF W , which is typically 64 ms
(e.g., [167, 168, 177, 178]) at normal operating temperature (i.e.,
up to 85 ◦C). To refresh all cells in a timely manner, the mem-
ory controller periodically issues a refresh (REF) command
with a time interval called the tREF I , which is typically 7.8 µs
(e.g., [125,167,168,178]) or 3.9 µs (e.g., [164,165,169]) at normal
operating temperature.
2.2. DRAM Read Disturbance
Read disturbance is the phenomenon that reading data from

a memory or storage device causes physical disturbance (e.g.,
voltage deviation, electron injection, electron trapping) on
another piece of data that is not accessed but physically lo-
cated nearby the accessed data. Two prime examples of read
disturbance in modern DRAM chips [108, 116, 152, 179] are
RowHammer [93], and RowPress [153], where repeatedly ac-
cessing (hammering) or keeping active (pressing) a DRAM row
induces bitflips in physically nearby DRAM rows. In RowHam-
mer and RowPress terminology, the row that is hammered or
pressed is called the aggressor row, and the row that experi-
ences bitflips the victim row. For read disturbance bitflips to
occur, 1) the aggressor row needs to be activated more than
a certain threshold value, defined as the minimum hammer
count required to induce the first bitflip (HCfirst) [144] and/or
2) the aggressor row needs to be open for a long period of time
(i.e., tAggON > tRAS) [153].
2.3. Processing-using-DRAM (PuD)
Processing-using-DRAM (PuD) is an emerging paradigm

that can alleviate the bottleneck caused by frequent data move-
ment between processing elements (e.g., CPU) and main mem-
ory [29–34, 40, 48, 73–78, 80, 80–83, 155, 180–194]. PuD enables
massively parallel in-DRAM computation by leveraging in-
trinsic analog operational properties of the DRAM circuitry.
Many PuD works [29–31, 33, 34, 40, 73–75, 77–79, 81–83, 155]
enables 1) in-DRAM data copy & initialization by leveraging
consecutive multiple-row activation (which we call CoMRA)
and simultaneous multiple-row activation (which we call
SiMRA) and 2) in-DRAM bitwise operations by leveraging
SiMRA.
In-DRAM Data Copy & Initialization. RowClone [40] en-
ables data movement within a subarray at a row granularity
by modifying DRAM circuitry. RowClone alleviates the en-

ergy and execution time costs of transferring data between
the DRAM and the processing units. Prior works [73, 77] ex-
perimentally demonstrate that the RowClone operation can
be performed in COTS DRAM chips by enabling consecutive
activation of two rows in the same subarray, which we call
CoMRA. A recent work [79] demonstrates that commercial off-
the-shelf (COTS) DRAM chips can copy one source row to up
to 31 different destination rows by simultaneously activating
up to 32 rows in the same subarray.
In-DRAM Bitwise Operations. Prior works [29, 30] demon-
strates that 1) simultaneously activating three DRAM rows
leads to the computation of the bitwise MAJority function (and
thus the AND and OR functions) on the contents of the three
rows due to the charge sharing principles that govern the op-
eration of the shared bitlines and sense amplifiers, 2) bitwise
NOT of a row can be performed through the sense amplifier,
with modifications to DRAM circuitry. Many operations en-
visioned by these works [29, 30] can already be performed in
real unmodified COTS DRAM chips, by violating manufacturer-
recommended DRAM timing parameters [73–75,78,79]. Recent
works show that COTS DRAM chips can perform 1) the bitwise
MAJ operation with up to nine inputs (i.e., MAJ3, MAJ5, MAJ7,
and MAJ9) by simultaneously activating multiple rows in the
same subarray [73–75, 79] and 2) up to 16-input AND, NAND,
OR, NOR operations, and NOT operation by simultaneously
activating multiple rows in two neighboring subarrays [78].
2.4. Motivation
PuD is a promising paradigm that has the potential to re-

duce or eliminate costly data movement between process-
ing elements and main memory [29–34, 40, 48, 73–78, 80,
80–83, 155, 180–194]. Many PuD techniques (§2.3) lever-
age an analog DRAM operation called multiple-row activa-
tion, where multiple DRAM rows are activated simultane-
ously or in quick succession to perform in-DRAM process-
ing [29–33, 40, 73–83, 155, 194, 195]. Multiple-row activation
fundamentally differs from standard DRAM accesses, where
a single row is activated at a time (§2.1). This fundamental
difference could result in significant implications for future
PuD-enabled systems, as repeatedly activating even a single
DRAM row can induce bitflips in other unaccessed DRAM
rows due to DRAM read disturbance phenomena (§2.2). Unfor-
tunately, no prior work explores the read disturbance effects
of multiple-row activation. Our goal in this paper is to close
this gap. We aim to empirically understand, characterize, and
provide insights into the interaction between read disturbance
and multiple-row activation.
3. Metholodogy
We describe our COTS DRAM chip testing infrastructure

(§3.1) and the COTS DDR4 chips tested for our characterization
study (§3.2). We explain the methodology of our different
characterization experiments in their corresponding sections,
§4, §5, and §6.
3.1. COTS DRAM Testing Infrastructure
We conduct COTS DRAM chip experiments using DRAM

Bender [75,196] (built upon SoftMC [197,198]), an FPGA-based

3



DDR4 testing infrastructure that provides precise control of
DDR4 commands. Fig. 2 shows our experimental setup that
consists of four main components: 1) a host machine that
generates the test program and collects results, 2) an FPGA
development board [199], programmed with DRAM Bender, 3)
a thermocouple temperature sensor and heater pads pressed
against the DRAM chips to maintain a target temperature
level, and 4) a temperature controller [200] that keeps the
temperature at the desired level.

Temperature 
Controller

DRAM Module w/ 
Heater Pads

Xilinx Alveo U200
FPGA Board

(with DRAM Bender)

PCI-e Connection 
to the Host Machine

1

2

3

4

Figure 2: Our DRAM Bender [75] based experimental setup.

Eliminating Interference Sources. To observe read dis-
turbance bitflips at the circuit level, we eliminate potential
sources of interference, by taking three measures, similar to the
methodology used by prior works [125,144–146,153]. First, we
disable periodic refresh during the execution of test programs
to prevent potential on-DRAM-die TRR mechanisms [119,125]
from refreshing victim rows so that we can observe the DRAM
chip’s behavior at the circuit-level. Second, we strictly bound
the execution time of test programs within the refresh win-
dow of the DRAM chips to avoid data retention failures inter-
fering with read disturbance failures. Third, we verify that
the modules and chips have neither rank-level nor on-die
ECC [201, 202]. With these measures, we directly observe
and analyze all bitflips without interference.
3.2. COTS DDR4 DRAM Chips Tested
Table 1 provides the 316 (40) COTS DDR4 DRAM chips (mod-

ules) along with the chip manufacturer (Chip Mfr.), number of
modules (#Modules), number of chips (#Chips), die revision
(Die Rev.), chip density (Density), and chip organization (Org.).

Table 1: Summary of DDR4 DRAM chips tested.
Chip Mfr. #Modules #Chips Die Rev. Density Org.

1 8 A 4Gb x8
SK Hynix 8 64 A 8Gb x8

2 16 C 16Gb x8
6 48 D 8Gb x8
1 8 B 4Gb x8

Micron 4 32 E 16Gb x16
4 32 F 16Gb x8
2 16 R 8Gb x8
1 8 A 16Gb x8
5 40 B 16Gb x8

Samsung 1 4 C 4Gb x16
1 8 C 16Gb x8
1 8 E 4Gb x8

Nanya 3 24 C 8Gb x8

Logical-to-Physical Row Mapping. DRAM manufacturers
use mapping schemes to translate logical (memory-controller-
visible) addresses to physical row addresses [21, 89, 93, 109, 119,

120, 177, 201, 203–210]. To account for in-DRAM row address
mapping, we reverse engineer the physical row address layout
in all chips, following the prior works’ methodology [144–146,
153].
4. Read Disturbance Effect of Consecutive

Multiple-Row Activation (CoMRA) in
COTS DRAM Chips
We demonstrate the read disturbance effect of consecu-

tive multiple row activation CoMRA in COTS DRAM chips.
CoMRA is used to perform in-DRAM data copy operations in
real DRAM chips [73–79]. We repeatedly perform consecu-
tive activation of two rows (source row and destination row)
to copy a source row’s content into a destination row. This
section describes our key idea to hammer with CoMRA (§4.1),
our experimental methodology for understanding the read dis-
turbance vulnerability caused by the CoMRA operation (§4.2),
and presents our COTS DRAM chip characterization results
(§4.3).
4.1. Hammering with CoMRA
Key Idea. We exploit the key property of CoMRA to induce
read disturbance bitflips in COTS DRAM chips: activating
two rows consecutively in quick succession to repeatedly per-
form in-DRAM data copy operations. To do so, we repeatedly
perform consecutive activation of a source row (src) and a
destination row (dst) in the same subarray to induce read dis-
turbance bitflips in neighboring rows of the src and dst. In
this scenario, src and dst are the aggressor rows, and their
neighboring rows are victim rows. Fig. 3 illustrates our key
idea to hammer with CoMRA. Depending on the location of
source and destination rows, we can either craft 1) a double-
sided attack where src and dst are sandwiching a victim row
(Fig. 3a) or 2) a single-sided attack where src and dst are far
away (Fig. 3b).

DRAM Subarray

victim
src

victim

victim

...

dst
victim

aggressor

aggressor

DRAM Subarray

...
src 

victim 
dst

aggressor

aggressor
...

tRAS

time

7.5ns

ACT src

Single Hammer Cycle

PRE ACT dst

tRAS

(a) Double-Sided (b) Single-Sided

PRE

(c) Access Pattern

1 2 32

Figure 3: Example of a double-sided CoMRA attack (a), a single-
sided CoMRA attack (b), and the access pattern of double-sided
and single-sided CoMRA (c).

Access Pattern & Operation. Fig. 3c shows both single-
sided and double-sided access patterns of hammering with
CoMRA. Our attack consists of three key steps. First, we issue
ACT (ACTIVATE) src to activate the src row ( 1 ) and wait for
tRAS , which ensures the sense amplifier senses the data in the
src row and restores the charges of cells. Second, we issue
PRE (PRECHARGE) and ACT dst back-to-back by violating the
tRP timing parameter to activate the dst while bitlines and
sense amplifiers still have src’s content [73, 77, 79] ( 2 ). Doing
so copies the src row’s data to the dst row [75–79, 79, 211].
Third, we wait for tRAS to ensure that the in-DRAM copy
operation completes and issue a PRE to prepare the bank for
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the next attack access ( 3 ). We call this three-step in-DRAM
copy procedure one hammer cycle. To induce read disturbance
bitflips in the victim rows, we repeatedly perform CoMRA.
4.2. Experimental Methodology
DRAM Subarray Boundaries. Understanding the read dis-
turbance effect of the in-DRAM copy operation in COTS
DRAM chips requires reverse engineering DRAM subarray
boundaries as the in-DRAM copy operation works only if the
source and destination rows are located in the same subar-
ray [40, 73, 76–79, 83, 211]. We repeatedly perform the Row-
Clone operation for every possible source and destination row
address in each tested bank. When we observe that the des-
tination row gets the same content as the source row after
the in-DRAM data copy, we conclude that the source row and
the destination row are in the same subarray. Based on this
observation, we reverse engineer the subarray boundaries and
determine which rows are in the same subarray.
Read Disturbance Vulnerability Metric. To characterize
a DRAM module’s vulnerability to read disturbance, we ex-
amine the minimum hammer count required to induce the
first bitflip (HCfirst), where we count the hammer cycles (i.e.,
each pair of activations to the src and dst rows as one ham-
mer). A lower HCfirst indicates a higher vulnerability to read
disturbance.
HCfirstHCfirstHCfirst Algorithm. For every tested parameter we evaluate
(e.g., data pattern and temperature), we find the HCfirst for
each tested victim row using the bisection-method algorithm
used by prior works [145, 146, 153]. We terminate the HCfirst

search when the difference between the current and previous
HCfirst measurements is no larger than 1% of the previous
measurements. For every tested row, we repeat the HCfirst

search five times and report the minimum HCfirst value we
observe.
Victim Row Location in the Subarray. To understand the
effects of spatial variation on read disturbance, we analyze
how the location of a victim row in a subarray affects the
read disturbance vulnerability. We categorize a victim row’s
location in a subarray into five regions: 1) "Beginning": the first
20% rows in the subarray (e.g., the first 100 rows in a subarray
with 500 rows, row 0 to row 99), 2) "Beginning-Middle": the
second 20% rows in the subarray (e.g., row 100 to row 199),
"Middle": the third 20% rows in the subarray (e.g., row 200 to
row 299), "Middle-End": the fourth 20% rows in the subarray
(e.g., row 300 to row 399), and 5) "End": the last 20% rows in
the subarray (e.g., row 400 to row 499).
Data Pattern. We use the four data patterns (0x00, 0xFF, 0xAA,
and 0x55) that are widely used in memory reliability test-
ing [212, 213] and by prior work on DRAM characterization
(e.g., [93, 144, 145, 153, 154, 211, 214–216]). We fill aggressor
rows (src and dst) with these data patterns while initializing
victim rows with the negated data pattern (e.g., if aggressor
rows are 0x00, victim rows are 0xFF). For each DRAM row, we
define the worst-case data pattern (WCDP) as the data pattern
that causes the lowest HCfirst. All experiments are conducted
using WCDP unless stated otherwise.

Temperature. We perform our experiments at four tempera-
ture levels: 50◦C, 60◦C, 70◦C, and 80◦C. All experiments are
conducted at 80◦C unless stated otherwise.
Timing Delay. We sweep the timing delay between
PRE→ACT dst command presented in Fig. 3c. All experiments
are conducted with a timing delay of violated 7.5ns (as in
Fig. 3c) unless stated otherwise.
Number of Instances Tested. To maintain a reasonable
testing time, we select six subarrays in a bank per DRAM
module: two subarrays from the beginning of the bank, two
subarrays from the middle of the bank, and two subarrays from
the end of the bank. Within each subarray, we test all rows.
4.3. COTS DRAM Chip Characterization
This section presents our characterization of the read distur-

bance caused by consecutive activation of two rows in COTS
DRAM chips.
Double-Sided CoMRA vs. RowHammer. We investigate
the variation in HCfirst across rows when we perform double-
sided CoMRA and double-sided RowHammer. In Fig. 4, the
left plot shows the distribution of the change in HCfirst (in
percentage) when we perform double-sided CoMRA compared
to double-sided RowHammer for all tested chips from four
manufacturers. The x-axis represents the percentage of all
victim rows from all tested chips from all tested manufacturers,
sorted from the most positive HCfirst change (i.e., CoMRA
has higher HCfirst compared to RowHammer) to the most
negative HCfirst change (i.e., CoMRA has lower HCfirst

compared to RowHammer). In Fig. 4, the right plot shows the
lowest HCfirst observed across all tested 316 DRAM chips
from four manufacturers for double-sided CoMRA and Row-
Hammer.

Figure 4: Distribution of the change in HCfirst with double-
sided CoMRA compared to double-sided RowHammer (left)
and the lowest HCfirst observed with double-sided CoMRA
and RowHammer (right) for each manufacturer.

Observation 1. Hammering with double-sided CoMRA sig-
nificantly decreases HCfirst compared to double-sided Row-
Hammer.
We observe that when rows are hammered with double-

sided CoMRA, the lowest HCfirst observed is 447, 3490, 1875,
and 20186 for SK Hynix, Micron, Samsung, and Nanya chips,
respectively. Compared to double-sided RowHammer, double-
sided CoMRA decreases the lowest HCfirst by 13.98×, 1.18×,
3.28×, and 1.58× for SK Hynix, Micron, Samsung, and Nanya
chips, respectively.

We hypothesize that the reason for double-sided CoMRA’s
lower HCfirst compared to double-sided RowHammer is that
the reduced interval between closing of the src wordline and
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the activation of the dst wordline enhances trap-assisted elec-
tron migration from near the neighboring aggressor wordline
towards the victim node [142, 217] (i.e., trapped electron den-
sity is higher when the neighboring aggressor wordline is just
closed). We call for future research to fundamentally under-
stand CoMRA’s read disturbance.
Observation 2. Hammering with double-sided CoMRA de-
creases HCfirst for a large fraction of DRAM rows.
In the left plot of Fig. 4, we observe that compared to double-

sided RowHammer, 99% of DRAM rows experience the first
bitflip with fewer activation counts when performing double-
sided CoMRA for all four manufacturers.
Takeaway 1. CoMRA exacerbates DRAM’s vulnerability to
read disturbance in all four major manufacturers.
Data Pattern. We analyze the effect of data pattern on
HCfirst across DRAM rows when we perform double-sided
CoMRA. Fig. 5 shows the HCfirst distribution across all tested
DRAM rows (y-axis) for four data patterns (x-axis).1

Figure 5: HCfirst distribution of double-sided CoMRA with
different aggressor data patterns. Victim rows have negated
aggressor data pattern.

Observation 3. CheckerBoard pattern (i.e., 0x55/0xAA) is,
in general, the most effective data pattern among the ones
tested.
When performing double-sided CoMRA, in most cases,

0x55/0xAA is the most effective at inducing bitflips compared
to 0x00/0xFF, similar to RowHammer [93, 145, 153]. For ex-
ample, in Samsung chips, average HCfirst for 0x55 is 17346,
whereas for 0x00 is 21423. However, in some cases, we also ob-
serve that the worst-case data pattern is not the CheckerBoard
pattern, similar to prior works [93, 144, 145, 153, 216].
Temperature. Fig. 6 shows the HCfirst distribution of ham-
mering with double-sided CoMRA at four different tempera-
ture levels: 50◦C, 60◦C, 70◦C, and 80◦C. Each subplot is dedi-
cated to a different manufacturer, where the x-axis shows the
tested temperature levels.

Figure 6: HCfirst distribution of hammeringwith double-sided
CoMRA at different DRAM chip temperatures.

1Due to the complicated true/anti cell pattern of Nanya chips, we could
not observe bitflips within a refresh window with 0xFF and 0x00 data patterns.

Observation 4. Read disturbance effects of hammering with
double-sided CoMRA tend to get worse as temperature in-
creases.
We observe that when we perform double-sided CoMRA, as

temperature increases from 50◦C to 80◦C, the lowest HCfirst

decreases by 3.45×, 2.13×, and 1.14× for SK Hynix, Samsung,
and Nanya, respectively. On the other hand, for Micron, the
effect is the opposite, where the lowest HCfirst increases as
the temperature increases (e.g., by 1.14× from 50◦C to 80◦C). A
prior work [145] hypothesizes that the relation between read
disturbance vulnerability and temperature is caused by the
nonmonotonic behavior of charge-trapping characteristics of
DRAM cells, which results in individual DRAM rows exhibiting
different behavior. This hypothesis could also explain Micron’s
HCfirst trend as we sweep temperature.

Takeaway 2. Hammering with CoMRA is affected by tem-
perature and data pattern. Worst-case data pattern and tem-
perature tend to differ for individual DRAM rows.
Single-Sided CoMRA vs. RowHammer. We analyze the
HCfirst variation across DRAM rows for three techniques: 1)
single-sided CoMRAwhere src and dst are far away from each
other (e.g., 100 rows apart), 2) single-sided RowHammer where
we keep hammering one aggressor row, and 3) far double-
sided RowHammer where the access pattern is the same as
single-sided CoMRA except we use tRP latency between PRE
to ACT dst. We evaluate the far double-sided RowHammer to
observe the effect of reduced PRE to ACT dst latency in single-
sided CoMRA. Fig. 7 shows the HCfirst distribution of these
three techniques, where each subplot is dedicated to a different
manufacturer and colored boxes present different techniques.
We highlight the lowest observed HCfirst of each technique
for every manufacturer with a yellow rectangle.

Figure 7: HCfirst of single-sided CoMRA and RowHammer.

Observation 5. Single-sided CoMRA decreases HCfirst

compared to single-sided RowHammer and exhibits similar
HCfirst distribution with far double-sided RowHammer.
We observe that, for all four manufacturers, single-sided

CoMRA 1) is more effective than single-sided RowHammer,
and 2) performs similarly to far double-sided RowHammer.
For example, in SK Hynix chips, the lowest observed HCfirst

for single-sided CoMRA is 16495, which is 1.42× and 1.02×
lower than single-sided RowHammer and far double-sided
RowHammer, respectively.
We hypothesize that this observation is caused by in-

creased delay to issue ACT after PRE to an aggressor row (i.e.,
tAggOF F [153]). For example, in the single-sided CoMRA and
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far double-sided RowHammer access patterns (ACT src-PRE-
ACT dst), the frequency of hammering with src is relatively
lower than single-sided RowHammer (ACT src-PRE) due to acti-
vating dst in-between every activation of src. Prior work [153]
shows that increasing tAggOF F single-sided RowHammer re-
duces the HCfirst. As a result, single-sided CoMRA and far
double-sided RowHammer 1) exhibit similar HCfirst distribu-
tions, and 2) are more effective than single-sided RowHammer.
CoMRA vs. RowPress. To understand the read disturbance
effect of CoMRA better, we analyze how increasing the time
that an aggressor row stays active (tAggOn) (i.e., increasing
the latency of ACT dst→ PRE) affects HCfirst in double-sided
CoMRA and compare double-sided CoMRA against double-
sided RowPress. Fig. 8 shows the HCfirst distribution across
DRAM rows for four tAggOn values: 36ns (tRAS , the nominal
timing parameter), 144ns (4×tRAS ), 7.8µs (tREF I ), and 70.2µs
(9×tREF I ).

Figure 8: HCfirst distribution of double-sided CoMRA and
RowPress with different tAggOn values.

Observation 6. When performing double-sided CoMRA,
increasing tAggOn significantly reduces HCfirst.
For example, in Micron chips, CoMRA with tAggOn=70.2µs

leads to a 78.74× reduction in average HCfirst compared to
CoMRAwith tAggOn=36ns. We also observe a similar trend for
RowHammer/RowPress: when the tAggOn increased to 70.2µs
from 36ns, average HCfirst decreases by 31.15×, similar to
prior works [153, 211, 218].

Observation 7. At tAggOn=tREF I , double-sided RowPress
becomes more effective than double-sided CoMRA.
We observe that double-sided CoMRA leads to a reduction

in HCfirst compared to double-sided RowHammer/RowPress
accross tAggOn values of 36ns, 144ns, and 70.2µs. For example,
at a tAggOn value of 144ns for Micron chips, average HCfirst

of CoMRA is 1.27× lower than RowPress. However, at 7.8µs,
RowPress becomes more effective and has 1.17× lower average
HCfirst than CoMRA.

Takeaway 3. Pressing with CoMRA is more effective than
hammering with CoMRA.
Timing Delay. We analyze the violated latency for
PRE→ACT dst to develop more insights into the read distur-
bance effect of CoMRA. Fig. 9 shows the HCfirst distribution
of double-sided CoMRA for four violated PRE→ACT dst latency
values.
Observation 8. HCfirst increases as the latency of
PRE→ACT dst increases.
For example, as the PRE→ACT dst latency increases from

Figure 9: HCfirst distribution of double-sided CoMRA for vary-
ing numbers of latency.

7.5ns to 12ns, average HCfirst increases by 3.10×, 1.18×,
1.17×, and 3.01× for SK Hynix, Micron, Samsung, and Nanya.
We hypothesize that the CoMRA access pattern becomes more
of a RowHammer access pattern as the latency increases. As a
result, HCfirst distribution exhibits higher values when the
latency increases.
Copy Direction. We analyze how copy direction affects the
HCfirst. Instead of copying from src to dst, we copy from
dst to src and test the HCfirst change distribution. Fig. 10
shows the change in HCfirst across rows.
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Figure 10: Distribution of the change in HCfirst when the copy
direction is reversed.

Observation 9. In most cases, copy direction has a small
effect on HCfirst.
We observe that, across all four manufacturers, the average

HCfirst change is 2.79% (i.e., 1.03×) and 0.40% (i.e., 1.004×)
for double-sided and single-sided, respectively. However, in a
small fraction of DRAM rows, we observe up to 20.10× and
2.39× change in HCfirst for double-sided and single-sided,
respectively.
Spatial Variation. Fig. 11 shows the HCfirst distribution of
double-sided CoMRA across DRAM rows (y-axis) based on a
victim row’s location in a subarray (x-axis).
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Figure 11: HCfirst of double-sided CoMRA based on the victim
row’s location in a subarray.

Observation 10. HCfirst varies based on the victim row’s
location in a subarray.
We observe that the physical location of the victim row

in the subarray can lead to variations in average HCfirst of
up to 1.40× for SK Hynix, 2.25× for Micron chips, 2.57× for
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Samsung chips, and 1.04× for Nanya chips.

Observation 11. Each manufacturer has a different HCfirst

variation trend with the victim row location in the subarray.
For example, in SKHynix chips, victim rows at the beginning

of a subarray (i.e., the first 20% rows) exhibit lower average
HCfirst than others, while in Samsung chips, victim rows in
the middle have the lowest average HCfirst. We hypothesize
that differences in DRAM circuit design and manufacturing
process technology could lead to a different HCfirst variation
trend for each manufacturer.
Takeaway 4. CoMRA 1) decreases HCfirst significantly
compared to RowHammer, and 2) gets affected by data pat-
tern, temperature, timing delays, copy direction, and spatial
variation.
5. Read Disturbance Effect of Simultaneous

Multiple-Row Activation (SiMRA) in
COTS DRAM Chips
We present an experimental analysis of SiMRA’s read dis-

turbance effect in COTS DRAM chips. SiMRA can be used to
perform many in-DRAM operations, including 1) bulk bitwise
operations (e.g., AND, OR,NAND, and NOR) [73–75, 78, 79],
2) copying data to multiple rows [79], and 3) generating true
random numbers [76]. To understand the read disturbance
effect of SiMRA, we repeatedly perform SiMRA to hammer
multiple rows simultaneously.
5.1. Hammering with SiMRA
Key Idea. We exploit SiMRA to simultaneously activate multi-
ple rows and repeatedly hammermany rows. To do so, we issue
ACT-PRE-ACT command sequence in quick succession, similar
to prior works [73–76, 78, 79]. This results in simultaneously
activated rows to be aggressor rows and their neighboring
rows to be victim rows. Fig. 12 illustrates our key idea to per-
form hammering using SiMRA. Depending on the location
of simultaneously activated rows, we can perform either 1) a
double-sided attack where any two activated rows sandwich a
victim row (Ra and Rb in Fig. 12a) and 2) a single-sided attack
where activated rows do not sandwich a victim row (Fig. 12b).

DRAM Subarray

Ra

victim 
aggressor

... 3ns

time

3ns

ACT*

One Hammer Cycle

PRE* ACT*

tRAS

(a) Double-Sided (b) Single-Sided

PRE

(c) Access Pattern

1 1 21
Rb aggressor
Rc aggressor

DRAM Subarray

Ra

Rc

aggressor

aggressor
Rb aggressor

Rd aggressor

victim 

Rd aggressor

...

...

victim 

victim 

*Assume this command sequence simultaneously activate Ra, Rb, Rc, and Rd

Figure 12: Example of (a) double-sided SiMRA attack, (b) single-
sided SiMRA attack, and (c) their access pattern.

Access Pattern & Operation. Fig. 12c illustrates our access
pattern to hammer using SiMRA. Our attack consists of two
key steps. First, we issue an ACT-PRE-ACT command sequence
with reduced timing parameters to simultaneously activate
multiple aggressor rows, which are Ra, Rb, Rc, and Rd in
our example ( 1 ). Second, we wait for tRAS and issue a PRE
command to complete the SiMRA operation ( 2 ). We count one
SiMRA operation as a single hammer and repeatedly perform

SiMRA operations to induce bitflips in victim rows.
5.2. Experimental Methodology
We use the same metrics, algorithms, data patterns, and

temperature levels as CoMRA experiments (§4.3). This sec-
tion explains the rest of the methodology unique to SiMRA
experiments.
Finding Simultaneously Activated Rows. Prior works [76,
78, 79] show that issuing an ACT-PRE-ACT command sequence
and following with a WR command overwrites the simultane-
ously activated rows with data supplied with the WR command.
We follow the same methodology and reverse engineer the si-
multaneously activated rows with the ACT-PRE-ACT command
sequence for every row address in a tested subarray. Similar
to prior works [78, 79], we observe that COTS DRAM chips
can activate 2, 4, 8, 16, and 32 rows in the same subarray. We
define a term called SiMRA-N where N is the number of simul-
taneously activated rows (i.e., 2, 4, 8, 16, or 32). For example,
SiMRA-16 stands for simultaneous activation of 16 rows.
Timing Delay. We sweep two key timing delays in the ACT-
PRE-ACT command sequence in Fig. 12c: 1) from ACT to PRE and
2) from PRE to ACT. All experiments are conducted with timing
delays of 3ns (as shown in Fig. 12c) unless stated otherwise.
Number of Instances Tested. To maintain a reasonable test-
ing time, we select a total of six subarrays in one bank per
DRAM module: two subarrays from the beginning of the bank,
two subarrays from the middle of the bank, and two subarrays
from the end of the bank. Within each subarray, we randomly
test 100 different groups of rows that are simultaneously acti-
vated each for 2-, 4-, 8-, 16-, and 32-row activation.
5.3. COTS DRAM Chip Characterization
This section presents our characterization of the read dis-

turbance effect of SiMRA in SK Hynix chips. While we
test all four manufacturers, we note that we do not observe
SiMRA in Samsung, Micron, and Nanya chips, similar to prior
works [74, 76, 78, 79, 195].2
Double-Sided SiMRA vs. RowHammer. We investigate the
variation in HCfirst across DRAM rows when we perform
double-sided SiMRA and double-sided RowHammer. In Fig. 13,
the left plot shows the distribution of the change in HCfirst

(in percentage) when we perform double-sided SiMRA with
varying numbers of simultaneously activated rows compared
to double-sided RowHammer.3 The x-axis represents the per-
centage of all tested victim rows, sorted from the most positive
HCfirst change to the most negative HCfirst change. Fig. 13
(right) shows the lowest HCfirst observed across all DRAM
chips for double-sided SiMRA with varying numbers of simul-
taneously activated rows and RowHammer.

Observation 12. Hammering with double-sided SiMRA
greatly decreases HCfirst.

2Prior works [74,76,78,79,195] hypothesize that some chips ignore a DRAM
command when the command greatly violates nominal timing parameters.

3Even though we simultaneously activate 32 rows, we could not find an
activated row group that sandwiches a victim row. Hence, for double-sided
SiMRA, we show up to 16-row activation (i.e., SiMRA-16).
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Figure 13: Distribution of the change in HCfirst change
with double-sided SiMRA compared to double-sided RowHam-
mer (left) and the lowest HCfirst observed with double-sided
SiMRA and RowHammer (right).

For double-sided SiMRAwith 2-, 4-, 8- and 16-row activation,
respectively 100.00%, 98.79%, 97.40%, and 94.94%, of victim
rows experience lower HCfirst than RowHammer. At least
25.19% of victim rows exhibit more than 99% reduction in
HCfirst. We observe that performing double-sided SiMRA
decreases the HCfirst down to 26.
We observe that the reduction in HCfirst is not propor-

tional to the number of simultaneously activated rows since
at least 25.19% of victim rows exhibit >99% reduction (i.e.,
>100×reduction) in HCfirst for all tested N (i.e., numbers
of simultaneously activated rows). For example, one tested
victim row shows a 158.58x (124.94x) reduction in HCfirst

when performing double-sided SiMRA with 4-row activation
(32-row activation), which is significantly higher than 4x (32x)
and non-monotonic with N.
Takeaway 5. SiMRA drastically exacerbates DRAM’s vul-
nerability to read disturbance.
Data Pattern. We analyze the effect of data pattern on
HCfirst across DRAM rows when we perform double-sided
SiMRA. Fig. 14 shows the HCfirst distribution of double-sided
SiMRA for four tested data patterns. Each boxplot is dedicated
to a different number of simultaneously activated rows (i.e.,
N).

Figure 14: HCfirst distribution of double-sided SiMRA for dif-
ferent aggressor data patterns and numbers of activated rows.
Victim rows have negated aggressor data pattern.

Observation 13. Data pattern significantly affects HCfirst.
We observe that, across all tested N values, initializing

the victim rows with a 0x00 data pattern increases average
HCfirst by up to 57.80× when compared to other data pat-
terns.
Observation 14. SiMRA and RowHammer have opposite
bitflip directions.
The dominant bitflip direction for SiMRA is 1 to 0 in all

tested N values as also shown in Observation 13 that 0xFF as
the victim data pattern (i.e., 0x00 as aggressor data pattern) re-
sults in much lower HCfirst than 0x00 (i.e., 0xFF as aggressor

data pattern). For RowHammer (not shown in the figure), we
observe that the dominant bitflip direction is 0 to 1, similar to
prior work’s findings [153, 154, 219].

Takeaway 6. Double-sided SiMRA is significantly affected
by data pattern. The directionality of SiMRA and RowHam-
mer bitflips are opposite.
Temperature. Fig. 15 shows the HCfirst of double-sided
SiMRA-N at four temperature levels: 50◦C, 60◦C, 70◦C, and
80◦C.

Figure 15: HCfirst distribution of double-sided SiMRA at dif-
ferent temperatures and numbers of simultaneously activated
rows.

Observation 15. HCfirst decreases as temperature in-
creases.
Increasing temperature consistently decreases HCfirst for

all N. For example, from 50◦C to 80◦C, average HCfirst de-
creases by 3.24×, 3.10×, 3.02×, and 3.26× for 2-, 4-, 8-, and
16-row activation.

We hypothesize that double-sided SiMRA has a different
underlying silicon-level mechanism compared to double-sided
RowHammer due to two observations. First, SiMRA and Row-
Hammer have opposite bitflip directionality. Prior works
on both device-level [217, 220] and real DRAM characteriza-
tion [153, 154, 219] show that the dominant bitflip direction for
RowHammer is 1 to 0, whereas we observe that for SiMRA,
it is 0 to 1 (Observation 14). Second, SiMRA and RowHam-
mer have different temperature dependence. Prior real DRAM
characterization works [145, 153] show that there is no clear
relation between RowHammer and temperature, whereas we
observe that for SiMRA, increasing temperature worsens the
read disturbance vulnerability (Observation 15). We hope and
expect that future device-level studies (inspired by this work)
will develop a rigorous device-level understanding of the read
disturbance effect of CoMRA and SiMRA operations as device-
level studies (e.g., [221, 222]) did for RowPress after the Row-
Press paper [153] demonstrated the empirical basis for the
RowPress phenomenon.
Single-Sided SiMRA. Fig. 16 shows the HCfirst distribution
for single-sided SiMRA-N and single-sided RowHammer. The
lowest HCfirst of each technique is highlighted with a yellow
rectangle.

Observation 16. Single-sided SiMRA exhibits a lower aver-
age & minimum HCfirst than single-sided RowHammer.
For example, compared to single-sided RowHammer, the

lowest HCfirst decreases by 1.17× when performing single-
sided SiMRA with 32 rows (i.e., 32-row activation).
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Figure 16: HCfirst distribution of single-sided SiMRA with
varying numbers of activated rows and RowHammer.

Observation 17. HCfirst consistently decreases as the num-
ber of simultaneously activated rows increases when per-
forming single-sided SiMRA.
For example, average (lowest) HCfirst for SiMRA-32 is

1.47× (1.05×) lower than SiMRA-2. We hypothesize that this
potentially results from having more aggressor rows beyond
the immediate aggressor of the victim row (i.e., far-aggressor
rows) which contribute to inducing bitflips in the victim row,
thereby reducing HCfirst, similarly to the findings of prior
work [128].
SiMRA vs. RowPress. To develop a better understanding of
SiMRA’s read disturbance effect, we conduct an experiment
where we sweep tAggOn for double-sided SiMRA.We test three
tAggOn values in addition to tRAS (four in total) after issuing
ACT-PRE-ACT commands, which keeps the simultaneously acti-
vated rows open for longer times. Fig. 17 shows the HCfirst

distribution of double-sided SiMRA and RowPress (we refer to
RowPress at 36ns or tRAS as RowHammer).

Figure 17: HCfirst distribution of RowPress and SiMRA with
varying numbers of row activations and tAggOn values.

Observation 18. HCfirst decreases greatly as tAggOn in-
creases.
For example, when tAggOn increases from 36ns to 70.2µs

with SiMRA, average HCfirst decreases by between 144.93×-
270.27× across all numbers of simultaneously activated rows.
Timing Delay. Fig. 18 shows how HCfirst changes when
we sweep timing delays between ACT-PRE and PRE-ACT in ACT-
PRE-ACT.

Figure 18: HCfirst distribution of double-sided SiMRA for dif-
ferent timing delays between ACT-PRE and PRE-ACT.

Observation 19. Increasing PRE-ACT latency slightly de-
creases HCfirst.

For example, SiMRA-16 with ACT→PRE=3ns, average
HCfirst decreases by 1.23× when PRE→ACT increases from
1.5ns to 4.5ns.
Observation 20. Specific latency values fail to fully activate
aggressor rows, which leads to increase in HCfirst.
Choosing ACT→PRE latency as 1.5ns, increases average

HCfirst by 2.28×. We observe that (similar to prior work [79])
some aggressor rows are not fully activated (i.e., not all cells
are activated) in very low latencies. We hypothesize that due
to this partial activation of aggressor rows leads to a drastic
increase in HCfirst in some cases.
Spatial Variation. Fig. 19 shows the HCfirst distribution
of double-sided SiMRA (y-axis) with varying numbers of acti-
vated rows (each subplot) based on a victim row’s location in
a subarray (x-axis).

B BM M ME E
0

500

1K

1K

2K

2-Row Activation

B BM M ME E
0

1K

3K

4K

4-Row Activation

B BM M ME E
0

3K

6K

9K

12K

8-Row Activation

B BM M ME E
0

15K

30K

45K

16-Row Activation

Victim Row Location in the Subarray
(B: Beginning, BM: Beginning-Middle, M: Middle, ME: Middle-End, E: End)

H
C

fi
rs

t

Figure 19: HCfirst distribution of double-sided SiMRA based
on the victim row’s location in a subarray.

Observation 21. The effectiveness of SiMRA depends on
the victim row’s location in a subarray.

HCfirst varies across different victim row locations in a
subarray, and this variation is different for each number of
simultaneously activated rows. For example, for 4-row acti-
vation, victim rows at the beginning of a subarray experience
the highest HCfirst distribution, whereas for 8-row activa-
tion, victim rows at the end of a subarray exhibit the highest
HCfirst distribution.

Takeaway 7. The operating parameters (i.e., data pattern,
temperature, timing delays, and spatial variation) impact
SiMRA’s read disturbance effect.
6. Combined Read Disturbance Effect of Row-

Hammer with PuD in COTS DRAM Chips
We demonstrate how combining RowHammer with CoMRA

and SiMRA affects read disturbance vulnerability in real DRAM
chips. To understand how much the observed HCfirst using
RowHammer decreases when combined with multiple-row
activation: 1) we hammer a victim row using multiple-row
activation for a fixed number of times and 2) we perform Row-
Hammer.4

6.1. Experimental Methodology
Fig. 20 shows how RowHammer can be combined with a one

(Fig. 20a presents an example with CoMRA) or two (Fig. 20b)
multiple-row activation techniques. We combine RowHammer

4Our tested access pattern is one of many ways of combining the CoMRA,
SiMRA, and RowHammer access patterns. There could be more effective access
patterns that reduce HCfirst even more. We leave this exploration, which
requires extensive characterization and analysis, to future work.
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with a single multiple-row activation technique in two steps.
First, we characterize the HCfirst of a row when only ham-
mered with a multiple-row activation technique (e.g., Fig. 20a-
1 for CoMRA). Second, we characterize the HCfirst of a vic-
tim row with only RowHammer (e.g., Fig. 20a- 2 ) Third, we
hammer the victim row to a fraction of the multiple-row acti-
vation’s HCfirst value. We use three levels of hammer count
for our experiments: 10%, 50%, and 90% of multiple-row activa-
tion’sHCfirst value. For example, if a victim row hasHCfirst

of A when performing CoMRA only (Fig. 20- 1 ) and if we are
to test for 10%, we hammer that victim row for A/10 times
with CoMRA, as in Fig. 20a. Fourth, we continue hammering
the victim row with RowHammer until the first bitflip is ob-
served (e.g., Fig. 20a- 3 ). We combine RowHammer with both
multiple-row activation techniques similarly by characteriz-
ing HCfirst values (Fig. 20b- 1 ) and hammering a victim row
with each technique up to a fraction and then continuing with
RowHammer until a bitflip is observed (Fig. 20b- 3 ). Fifth, we
report the HCfirst change of these combined access patterns
compared to using RowHammer only (e.g., B-C decrease in
Fig. 20a and C-D decrease in Fig. 20b).

(a) Access Pattern for CoMRA (1), RowHammer (2), 
and Combined RowHammer and CoMRA (3)
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Figure 20: Example access pattern of combining RowHammer
(a) with CoMRA and (b) CoMRA and SiMRA together.

6.2. COTS DRAM Chip Characterization

We present our characterization of the combined RowHam-
mer and multiple-row activation pattern in the same chips
that are used in SiMRA characterization (§5). We conduct our
experiments at 80◦C using the double-sided pattern for all
techniques with WCDP for each DRAM row.
Combining RowHammer with CoMRA. Fig. 21 shows the
change in HCfirst distribution and the absolute HCfirst val-
ues across DRAM rows when we perform combined double-
sided RowHammer and CoMRA, compared to double-sided
RowHammer. The x-axis shows the hammer count for CoMRA
as a percentage of HCfirst observed for each row.

Figure 21: Change inHCfirst (left) and absoluteHCfirst values
(right) when combining RowHammer and CoMRA. Hammer
count of 0% represents performing RowHammer only.

Observation 22. DRAM rows experience significantly
lower HCfirst when performing combined RowHammer
and CoMRA.
Compared to double-sided RowHammer, 95.33% of tested

victim rows show lower HCfirst when we combine double-
sided RowHammer with CoMRA. HCfirst reduction increases
as we increase the hammering fraction of CoMRA. For example,
when a victim row is first hammered with CoMRA until 90%
and 10% of CoMRA’s HCfirst and then hammered with Row-
Hammer, HCfirst decreases by 1.34× and 1.02× (compared
to RowHammer), respectively.
Combining RowHammer with SiMRA. Fig. 22 shows the
change in HCfirst and the absolute HCfirst values when we
perform combined double-sided RowHammer and SiMRA.

Figure 22: Change inHCfirst (left) and absoluteHCfirst values
(right) when combining RowHammer and SiMRA. Hammer
count of 0% represents performing RowHammer only.

Observation 23. DRAM rows tend to experience lower
HCfirst when performing combined RowHammer and
SiMRA.
Combining RowHammer with SiMRA 1) decreases HCfirst

as the hammer count for SiMRA increases and 2) is less effec-
tive than combining RowHammer with CoMRA. For example,
in combined RowHammer and SiMRA, the average HCfirst

change in the highest hammer count (i.e., 90% percentage) is
1.22× lower than combined RowHammer and CoMRA. We
hypothesize that the most vulnerable cell to RowHammer in
some victim rows is not vulnerable to SiMRA. Thus, combining
RowHammer with SiMRA does not decrease the HCfirst of all
tested victim rows as much as combining RowHammer with
CoMRA.
Combining RowHammer with CoMRA and SiMRA.
Fig. 23 shows the change in HCfirst when we combine double-
sided RowHammer with CoMRA and SiMRA together (e.g.,
Fig. 20b- 3 ).
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Figure 23: Change in HCfirst for combined RowHammer,
CoMRA, and SiMRA compared to only RowHammer.

Observation 24. Combined RowHammer with CoMRA and
SiMRA together is themost effective combined access pattern
to decrease HCfirst.
We observe that when we combine RowHammer with
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CoMRA and SiMRA, the majority of the DRAM rows exhibit
much lower HCfirst compared to performing only RowHam-
mer. The minimum average HCfirst of combined RowHam-
mer with CoMRA and SiMRA together is 1.66× lower than
performing only RowHammer.

Takeaway 8. Combining RowHammer with CoMRA and/or
SiMRA decreases HCfirst, and combining RowHammer
with CoMRA and SiMRA together is the most effective pat-
tern across all tested access patterns.

7. PuDHammer in the Presence
of In-DRAM TRR
To prevent read disturbance bitflips, DRAM manufacturers

equip their chips with amitigationmechanism broadly referred
to as Target Row Refresh (TRR) [119, 125, 156–158]. Manufac-
turers do not disclose the operational principles or implemen-
tations of proprietary TRR versions (e.g., in DDR4 [119, 125]).
At a high level, TRR 1) identifies potential aggressor rows as
the memory controller issues activate commands to the DRAM
chip and 2) preventively refreshes victim rows when the mem-
ory controller issues a periodic REF command. We demonstrate
that in a tested SK Hynix DDR4 DRAM module [223], both
CoMRA and SiMRA bypass the TRR mechanism and induce
more read disturbance bitflips than RowHammer.
Uncovering the TRR Mechanism. We uncover the TRR
mechanism in the tested module using U-TRR [125, 224]. We
observe that the tested module uses a sampling-based TRR
mechanism, where TRR probabilistically identifies one aggres-
sor row by sampling row addresses of the last 450 ACT com-
mands before issuing the TRR-capable REF (i.e., REF command
that refreshes victim rows).
Access Pattern. We use the custom access pattern reported by
U-TRR [125] for RowHammer and CoMRA. The custom access
pattern (which we call the N-sided pattern) uses N aggressor
rows, (we sweep N from 1 to 10) and one dummy row. Our
custom access pattern consists of four key steps. First, we
perform a total of 156 hammers for N aggressor rows in one
periodic refresh window (see §2.1).5 Second, we hammer the
dummy row 468 times (i.e., 156×3 times, the maximum number
of ACT commands that can be issued in three refresh windows)
to make the TRR mechanism refresh the victims of the dummy
row while activations to the N aggressor rows go unnoticed.
For SiMRA, instead of using N aggressor rows, we perform
SiMRA (described in §5) that simultaneously activates multiple
(2, 4, 8, 16, and 32) rows. We hammer each aggressor row
500K times. We repeat this test 5 times and report the average,
maximum, and minimum bitflip counts across all tests.
Results. Fig. 24 shows the number of bitflips observed in
victim rows on average across all tests, with error bars rep-
resenting the range across all tests. The top plot shows the
results when TRR is disabled (i.e., w/o TRR), and the bottom
subplot shows the results when TRR is enabled (i.e., w/ TRR).
Each column of subplots is dedicated to a different hammering

5The memory controller issues a REF once every 7.8µs. This allows at most
156 ACT commands to a single DRAM bank in the tested module in a refresh
window.

technique.
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Figure 24: Number of bitflips in victim rows averaged across
all tests when performing RowHammer, CoMRA, and SiMRA
without TRR (top) and with TRR (bottom).

Observation 25. SiMRA and CoMRA bypass the TRR mech-
anism and induce more bitflips than RowHammer.
For example, SiMRA with 32-row activation and 2-sided

CoMRA respectively induce 11340× and 1.10× more bitflips
than 2-sided RowHammer on average across all 5 iterations.

Observation 26. TRR cannot effectively mitigate SiMRA-
induced read disturbance bitflips.
We observe that SiMRA bitflips reduce only 15.62% on av-

erage with TRR, whereas RowHammer and CoMRA bitflips
reduce greatly (e.g., 99.89% reduction on average for RowHam-
mer). We hypothesize that this is due to two reasons. First,
since SiMRA only issues two ACT commands back-to-back (i.e.,
ACT-PRE-ACT, see §2.3 and §5.1) to simultaneously activate
up to 32 rows, the TRR mechanism likely can only mitigate the
bitflips in the victims of the two aggressor row addresses is-
sued with the two ACT commands. Second, since the HCfirst

of SiMRA is much lower (e.g., 26) than the maximum number
of ACT commands we can issue in a periodic refresh window
(i.e., 156), SiMRA induces read disturbance bitflips before the
memory controller can issue a TRR-capable REF command.

Takeaway 9. SiMRA and CoMRA bypass in-DRAM TRR
mechanism and are more effective than RowHammer to in-
duce read disturbance bitflips.

8. Mitigating PuDHammer
We experimentally demonstrate the potential interaction be-

tween read disturbance andmultiple-row activation-based PuD
mechanisms. We perform multiple-row activation operations
within the constraints of current DRAM chips. Today’s DRAM
chips are not designed to support these operations. Our results
provide insights into read disturbance challenges that PuD-
enabled systems might face and show that read disturbance
vulnerability should be taken into account while designing
PuD-enabled systems.6
Future work should investigate countermeasures in detail

(based on specific PuD designs) and propose further counter-
measures based on our findings. We leave a detailed investiga-
tion of such analyses and countermeasures for future work, but
1) sketch three types of countermeasures against PuD-based
read disturbance bitflips and 2) adapt and evaluate the state-

6Future solutions to such challenges should include designing DRAM
chips to fundamentally 1) support CoMRA and SiMRA and 2) mitigate read
disturbance. Our analysis aids the development of such designs by providing
new experimental insights.
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of-the-art RowHammer mitigation standardized by industry,
called Per Row Activation Counting (PRAC) [159–161, 163], to
account for PuDHammer.
8.1. Countermeasures Against PuDHammer
Separating PuD-enabled rows. Prior PuD architectures [29,
32,80,225] split a DRAM array into two parts, where a small set
of rows are used for computation (compute region) and the re-
maining large fraction of rows for storing data (storage region).
In such an architecture, CoMRA and SiMRA operations would
happen repeatedly in the compute region, resulting in activa-
tion counts exceeding what we experimentally demonstrated
to cause read disturbance bitflips (e.g., to perform an 8-bit mul-
tiplication operation, SIMDRAM [32] issues 663 CoMRA and
SiMRA operations). Future PuD systems can be designed with
two constraints: 1) SiMRA operations are allowed only on the
compute region rows, and 2) at most one of the operands in
CoMRA operations (source and destination rows) can be a row
outside of the compute region.
These two constraints 1) limit SiMRA’s and double-sided

CoMRA’s negative impact on read disturbance to the com-
pute region and 2) limit the HCfirst decrease on storage re-
gion rows to the reduction of single-sided CoMRA operations.
To prevent read disturbance bitflips in the compute region,
each row in the relatively small compute region (e.g., 3 to 32
rows [29, 32, 79, 80, 225] out of 1024 rows in a DRAM subar-
ray [78, 79, 195, 216, 218, 226]) can be periodically refreshed
after a number of SiMRA operations (e.g., 20). These refresh
operations can be spread over time similarly to how periodic
refreshes are performed (i.e., after each SiMRA operation, a por-
tion of rows in the compute region are refreshed). To prevent
read disturbance bitflips outside the compute region, existing
RowHammer mitigation mechanisms can be simply configured
for a reduced HCfirst value as the reduction due to single-
sided CoMRA is less than 2% (Fig. 7). Doing so is possible at
low hardware complexity as this approach does not require
sophisticated tracking mechanisms, however, it might cause
performance and energy overheads.
Weighted contribution of different row activation types.
Based on the HCfirst reduction factors of CoMRA and SiMRA,
each CoMRA or SiMRA operation can be accounted for an
equivalent hammer count using double-sided hammering, e.g.,
assuming that CoMRA reduces HCfirst by 20×, each CoMRA
operation can increment row activation counters by 20. Prior
works [153, 227] propose a similar approach to prevent Row-
Press bitflips by slightly modifying existing RowHammer miti-
gation mechanisms.
Clustered multiple-row activation. We demonstrate that
double-sided SiMRA significantly reduces HCfirst (§5). This
operation is possible because the row decoder circuitry simul-
taneously activates multiple rows in a variety of locations
within the subarray (as shown in prior work [79]), thereby
causing some of the simultaneously activated rows to sand-
wich an unactivated row. Future PuD-enabled systems can
mitigate double-sided SiMRA by employing row decoder cir-
cuits that cluster simultaneous row activation by guaranteeing

that adjacent rows are activated, i.e., there are no sandwiched
unactivated rows.
8.2. Adapting Existing RowHammer Mitigations
In this section, we adapt and evaluate the state-of-the-art

industry solution to RowHammer (i.e., PRAC [159–161, 163])
to mitigate PuDHammer. We demonstrate that adapted PRAC
incurs 48.26% average system performance overhead across all
tested workloads.
PRAC Overview. PRAC [159–161, 163], as described in the
JEDECDDR5 standard updated in April 2024 [163], implements
a counter for each row. Upon an ACT, PRAC increases the
counter of the activated row and thus accurately measures the
activation counts of all rows. When a row’s activation count
reaches a threshold (the read disturbance threshold (RDT) is
the minimum number of activations needed to induce a read
disturbance bitflip in a victim row), the DRAM chip asserts a
back-off signal [159–161, 163], which forces the memory con-
troller to issue a command called RFM [228]. The DRAM chip
preventively refreshes potential victim rows upon receiving
an RFM command.7
Key Challenge: Updating Multiple Counters in PRAC. A
SiMRA operation activates multiple rows simultaneously and
thus requires updating multiple PRAC row activation counters
simultaneously to prevent SiMRA-induced read disturbance
bitflips. However, since PRAC is designed to update only one
counter upon an ACT command (i.e., the one corresponding
to the activated row), we need to modify the counter organi-
zation and operation in PRAC to support updating multiple
counters. We assume a PRAC implementation described in
Panopticon [231] where the counters reside in different subar-
rays than the rows that store data.8 We provide new methods
to properly update multiple counters in PRAC: 1) an area-
optimized solution and 2) a performance-optimized solution.
Area-Optimized Solution: PRAC-AO. In the area-optimized
solution (PRAC-AO), we sequentially update the activation
counters of each simultaneously activated row (i.e., update
counters one by one). Doing so requires only one incrementer
circuitry in the DRAM chip to update counters and a small
subarray (or mat) where row activation counters are kept (sep-
arately from the simultaneously activated rows), as proposed
by Panopticon. However, since we need to update multiple
(e.g., up to 32) counters, the latency for updating all counters
becomes significantly higher than the standard memory access
latency (tRC , typically 46 ns-50 ns). For example, if the SiMRA
operation activates 32 rows simultaneously, the mitigation
mechanism needs to update 32 counters, which translates to a
latency of 32×tRC (approximately 1.5 µs-1.6 µs).

PRAC-AO likely induces prohibitive performance overheads
due to the significant counter update latency. If we employ
this solution as the read disturbance mitigation mechanism, 1)

7We refer the reader to recent works [159–161,163,229,230] for more detail
on PRAC.

8If counters are placed in the same subarray as the simultaneously activated
DRAM rows, the counters that are simultaneously activated lose their values
as SiMRA is a destructive operation that overwrites all activated rows with the
result of the analog majority operation. Therefore, PRAC becomes insecure.
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SiMRA operation throughput likely reduces significantly, and
2) every SiMRA operation blocks the target DRAM bank for
≈1.5 µs during which the memory controller cannot serve any
memory request targeting the same bank. Such performance
degradation would defeat the purpose of using PuD opera-
tions. To avoid this, we propose and evaluate a performance-
optimized solution (PRAC-PO) that does not suffer from the
drawbacks of the area-optimized solution.

Performance-Optimized Solution: PRAC-PO. We simulta-
neously update the activation counters of all simultaneously
activated rows (i.e., update all counters at once). By doing
so, we can alleviate the significant counter update latency of
the area-optimized solution (e.g., reducing 32×tRC to tRC ).
Assuming we can activate up to N rows simultaneously, this
solution requires 1) simultaneous access to N different counter
values, and 2) N incrementer circuits to update all the counters
simultaneously. We leave a detailed area overhead evaluation
of this technique to future work.

Weighted Counting Optimization. Due to prohibitive per-
formance overheads of PRAC-AO as discussed in the PRAC-
PO section, we optimize and focus our analysis on PRAC-PO.
PRAC-PO securely prevents all read disturbance bitflips when
configured for an RDT of ≈20 to account for SiMRA-induced
read disturbance failures. However, this is a conservative con-
figuration of our performance-optimized solution: the config-
uration induces prohibitive system performance overheads (as
shown in Fig. 25). This is because the solution does not take the
heterogeneity in the read disturbance effects of RowHammer,
CoMRA operations, and SiMRA operations. We find that the
lowest HCfirst values for RowHammer, CoMRA, and SiMRA
are ≈4K, ≈400, and ≈20, respectively. Leveraging this hetero-
geneity, we propose an optimization to reduce the performance
overheads of PRAC: weighted contribution of different row
activation types. We assign each operation (i.e., RowHammer,
SiMRA, and CoMRA) a weight equal to the lowest HCfirst for
RowHammer divided by that for the operation (e.g., 4K/20 =
200 for SiMRA and 4K/400 = 10 for CoMRA). Thus, we count
each SiMRA operation as 200 hammers (e.g., by adding 200
to the counters of simultaneously activated rows) and each
CoMRA operation as 10 hammers to each row that participates
in the SiMRA or CoMRA operation where 1 hammer is an
activation of a DRAM row.

Evaluation Methodology. To evaluate performance, we con-
duct cycle-level simulations using Ramulator 2.0 [232, 233]
(new version of Ramulator [234, 235]) with a realistic baseline
system configuration.9 We extend Ramulator 2.0 to support
SiMRA and CoMRA operations and update multiple (up to 32)
counters simultaneously for PRAC-PO.We execute 60 five-core
multiprogrammed workload mixes. Each mix is composed of
four workloads from five major benchmark suites [237–241]
and one synthetic workload that periodically performs back-
to-back one SiMRA with 32-row activation and one CoMRA

94.2GHz 5-core system, dual-rank DDR5 DRAM, FR-FCFS+Cap of 4 [236].
We simulate each workload until every core execute 100M instructions.

operation every N ns (where N ranges from 125ns to 16µs).10
We evaluate system performance using the weighted speedup
metric [242, 243].
We analyze two different PRAC-PO implementations and

evaluate their overheads on the system performance: 1) PRAC-
PO-Naive: a naive PRAC-PO implementation without weighted
counting optimization where the RowHammer threshold is
reduced to lowest observed HCfirst for SiMRA (i.e., 20) and 2)
PRAC-PO-Weighted Counting (PRAC-PO-WC): PRAC-PO with
weighted counting optimization.
Results. Fig. 25 presents the performance overheads of
the evaluated two PRAC-PO implementations, i.e., PRAC-
PO-Naive and PRAC-PO-WC, across 60 five-core multipro-
grammed workload mixes. The x-axis shows the synthetic PuD
workload’s period of performing one SiMRA and one CoMRA
operation (lower period indicates higher PuD operation inten-
sity), and the y-axis shows normalized system performance
(higher is better) in terms of weighted speedup normalized to
a baseline with no read disturbance mitigation.
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Figure 25: Performance impact of evaluated PRAC-PO imple-
mentations on 60 five-core multiprogrammed workloads.

We make two major observations from Fig. 25. First, even
with our proposed optimizations, PRAC-PO-WC incurs non-
negligible performance overhead to mitigate PuDHammer-
based read disturbance bitflips. We observe that PRAC-PO-WC
incurs an average (maximum) system performance overhead of
48.26% (98.83%) across all tested PuD operation intensity rates
and workloads. Second, across all evaluated PuD operation
intensity rates, PRAC-PO-WC outperforms PRAC-PO-Naive.
For example, at a period of 4µs, PRAC-PO-WC induces 19.26%
average system performance overhead, whereas PRAC-PO-
Naive induces 69.15%.
We conclude that even with our proposed optimizations,

PRAC-PO-WC incurs significant performance overheads at
high PuD operation intensity and non-negligible performance
overheads at low PuD operation intensity to mitigate PuD-
Hammer. We expect future work to introduce new efficient
and effective mitigation mechanisms, as it has been happening
analogously for RowHammer and RowPress.

9. Related Work
We present the first experimental characterization of the

read disturbance vulnerability caused by both consecutive
multiple-row activation (CoMRA) and simultaneous multiple-
row activation (SiMRA) in real DDR4 DRAM chips.

10Wevary the period to show how performance changes with theworkload’s
PuD operation intensity.
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Read Disturbance Characterization. Many works [93, 137–
141, 144–146, 153, 154, 211, 214, 215, 218, 219, 244–247] exper-
imentally demonstrate (using real DDR3, DDR4, LPDDR4,
and HBM2 DRAM chips) how a DRAM chip’s read distur-
bance vulnerability varies with 1) DRAM refresh rate [93,
119, 125], 2) the physical distance between aggressor and vic-
tim rows [93, 144, 245], 3) DRAM generation and technology
node [93, 125, 144, 145], 4) temperature [138, 145], 5) the time
the aggressor row stays active [138, 145, 153, 216, 218, 246, 248],
6) physical location of the victim DRAM cell [145,211,216,218],
7) wordline voltage [146], and 8) supply voltage [247]. Our
results are significantly different from what is already well-
established in prior read disturbance characterization works.
We study the read disturbance effects of processing-using-
DRAM operations’ row activation patterns, which are funda-
mentally different from those studied by prior read disturbance
characterization works: all prior read disturbance characteri-
zation works [93, 137–141, 144–146, 153, 154, 211, 214, 215, 218,
219, 244–247] activate at most one aggressor row at a given
time. In contrast, this paper investigates the read disturbance
effect of activating multiple aggressor rows simultaneously
(i.e., SiMRA) or in quick succession (i.e., CoMRA). Our results
demonstrate that the read disturbance effects of these new
patterns (i.e., SiMRA and CoMRA operations) are fundamen-
tally more damaging. In this work, we show that they can
induce bitflips with only 26 operations (Fig. 13), which take
1.48µs, whereas the best known RowHammer pattern induces
bitflips with 4123 aggressor row activations (Fig. 13), which
takes 210.27µs and the best tested RowPress pattern (in terms
of minimum HCfirst) induces bitflips with 37 aggressor row
activations at tAggOn=70.2µs (Fig. 13), which takes 2597.4µs.
No prior read disturbance characterization study evaluates the
read disturbance effect of SiMRA and CoMRA access patterns.

Multiple-RowActivation-based PuDOperations in COTS
Chips. Several prior works demonstrate bulk bitwise [29, 30,
32, 80, 194] and bulkdata copy operations [40] in COTS DRAM
chips using multiple-row activation [33, 73–78, 195]. Comput-
eDRAM [73] activates three rows simultaneously to perform
three-input majority and two-input AND and OR operations,
and 2) demonstrates copying one row’s content to another
row in DDR3 chips. FracDRAM [74] shows that a DRAM cell
in DDR3 chips can store fractional values. QUAC-TRNG [76]
simultaneously activates four rows to generate true random
numbers in DDR4 chips and a recent work [33,249] experimen-
tally studies the simultaneous activation of 2, 8, 16, and 32 rows
in a subarray in COTS DDR4 DRAM chips. HiRA [195] demon-
strates that DDR4 chips can activate two rows in quick suc-
cession in electrically isolated subarrays. DRAM Bender [75]
demonstrates two-input AND and OR operations in DDR4
chips. PiDRAM [77] provides an FPGA-based framework that
enables real system studies of PuD techniques (e.g., RowClone).
We do not use PiDRAM because PiDRAM is not designed to
test DRAM chips but instead to evaluate PuD applications
running end-to-end in a computing system. PiDRAM also per-
forms SiMRA and CoMRA operations inside the DRAM chip,

and thus it also suffers from the read disturbance effect that
we investigate. Prior work [78] demonstrates NOT and up to
16-input AND, NAND, OR, and NOR operations by simulta-
neously activating up to 48 rows in neighboring subarrays. A
recent work [79] demonstrates up to 9-input majority opera-
tions and copying one row’s content to up to 31 other rows
concurrently by simultaneously activating up to 32 rows. None
of these works investigates the read disturbance effects of such
multiple-row activation operations.
10. Conclusion
We presented our extensive characterization study on

the interaction between read disturbance and multiple-row
activation-based Processing-using-DRAM operations in 316
COTS DDR4 DRAM chips from four major manufacturers. Our
study leads to 26 new empirical observations and shares 9 key
takeaway lessons, which demonstrate that multiple-row acti-
vation significantly exacerbates the DRAM read disturbance
vulnerability either by itself or when combined with RowHam-
mer, and this vulnerability gets worse under various operating
conditions and parameters (e.g., data pattern). We discuss four
countermeasures against exploiting the read disturbance effect
of PuD for future PuD-enabled systems. We hope and expect
that our detailed characterization results motivate and guide
both 1) system-level and architectural solutions to enable read-
disturbance-resilient PuD systems and 2) silicon-level works
in understanding the underlying physical phenomena that
explain PuDHammer’s characteristics.
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A. Tested DRAMModules
Table 2 shows the characteristics of the DDR4 DRAM modules we test and analyze. We provide the module and chip identifiers,

manufacturing date (Mfr. Date), chip density (Chip Den.), die revision (Die Rev.), chip organization (Chip Org.), and the subarray
size of tested DRAM modules. We report the manufacturing date of these modules in the form of week − year. Table 2 shows
the minimum and average HCfirst values for double-sided RowHammer, CoMRA, and SiMRA across all tested rows.

Table 2: Characteristics of the tested DDR4 DRAMmodules.
Module Chip Module Identifier #Modules Mfr. Date Chip Die Chip Minimum (Average)HCfirstHCfirstHCfirst

Vendor Vendor Chip Identifier (#Chips) ww-yy Den. Rev. Org. RowHammer CoMRA SiMRA

TimeTec SK Hynix 75TT21NUS1R8-4 [250]
H5AN4G8NAFR-TFC [251] 1 (8) N/A 4Gb A ×8 38.45K (112K) 447 (5.84K) 585 (6.62K)

SK Hynix SK Hynix HMA81GU7AFR8N-UH [252]
H5AN8G8NAFR-UHC [253] 8 (64) 43-18 8Gb A ×8 25.0K (63.24K) 1885 (45.28K) 26 (16.14K)

Kingston SK Hynix KSM26ES8/16HC [254]
H5ANAG8NCJR-XNC [255] 2 (16) 52-23 16Gb C ×8 6.25K (17.13K) 4.54K (12.27K) 48 (16.02K)

SK Hynix SK Hynix HMA81GU7DJR8N-WM [256]
H5AN8G8NDJR-WMC [257] 6 (48) N/A 8Gb D ×8 7.58K (23.11K) 632 (16.42K) 95 (22.81K)

Kingston Micron KVR21S15S8/4 [258]
MT40A512M8RH-083E:B [259] 1 (8) 12-17 4Gb B ×8 126K (338K) 93K (295K) N/A

Micron Micron MTA4ATF1G64HZ-3G2E1 [260]
MT40A1G16KD-062E:E [261] 4 (32) 46-20 16Gb E ×16 4.89K (10.01K) 3.72K (7.69K) N/A

Micron Micron MTA18ASF4G72HZ-3G2F1 [262]
MT40A2G8SA-062E:F [263] 4 (32) 37-22 16Gb F ×8 4123 (9.03K) 3.49K (7.06K) N/A

Micron Micron KSM32ES8/8MR [264]
MT40A1G8SA-062E:R [265] 2 (16) 12-24 8Gb R ×8 3.84K (9.32K) 3.67K (7.67K) N/A

Samsung Samsung M378A2G43AB3-CWE [266]
K4AAG085WA-BCWE [267] 1 (8) 12-22 16Gb A ×8 6.70K (14.80K) 5.26K (10.61K) N/A

Samsung Samsung M391A2G43BB2-CWE [268]
Unknown 5 (40) 15-23 16Gb B ×8 6.15K (14.79K) 1875 (10.64K) N/A

Samsung Samsung M471A5244CB0-CRC [269]
Unknown 1 (4) 19-19 4Gb C ×16 8.94K (25.83K) 6.25K (18.40K) N/A

Samsung Samsung M471A4G43CB1-CWE [270]
Unknown 1 (8) 08-24 16Gb C ×8 6.81K (15.22K) 4433 (10.95K) N/A

Samsung Samsung MTA4ATF1G64HZ-3G2B2 [271]
MT40A1G16RC-062E:B [272] 1 (8) 08-17 4Gb E ×8 15.77K (81.03K) 11.72K (60.83K) N/A

Kingston Nanya KVR24N17S8/8 [273]
Unknown 3 (24) 46-20 8Gb C ×8 31.29K (128K) 20.19K (107K) N/A

B. Discussion
PuDHammer on LPDDRx/DDR5. We believe the fundamental observations of PuDHammer likely apply to LPDDRx/DDR5
as well (since the DRAM array essentially has the same organization as in DDR4). Unfortunately, conducting LPDDRx/DDR5
experiments is extremely difficult since there is no robust open-source LPDDRx/DDR5 testing infrastructure. As a result, we do
not know 1) if we can perform SiMRA and/or CoMRA in COTS LPDDRx/DDR5 chips and 2) how severe the read disturbance
effects of SiMRA and CoMRA are in COTS LPDDRx/DDR5 chips.
Effect of DDR5’s Smaller Refresh Window. Assuming 1) we can perform SiMRA and CoMRA operations in real DDR5 chips
and 2) SiMRA and CoMRA’s read disturbance effects in DDR5 and DDR4 are equally severe, DDR5’s smaller refresh window
(32 ms) would not prevent SiMRA or CoMRA bitflips. This is because the lowest HCfirst observed for SiMRA (CoMRA) is 26
(447). Performing 26 (447) SiMRA (CoMRA) operations take 1.48µs (42.24µs), a very small fraction of the 32 ms DDR5 refresh
window.
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