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CertDW: Towards Certified Dataset Ownership
Verification via Conformal Prediction

Ting Qiao*, Yiming Li*, Jianbin Li, Yingjia Wang, Leyi Qi, Junfeng Guo, Ruili Feng, Dacheng Tao

Abstract—Deep neural networks (DNNs) rely heavily on high-quality open-source datasets (e.g., ImageNet) for their success, making
dataset ownership verification (DOV) crucial for protecting public dataset copyrights. In this paper, we find existing DOV methods
(implicitly) assume that the verification process is faithful, where the suspicious model will directly verify ownership by using the
verification samples as input and returning their results. However, this assumption may not necessarily hold in practice and their
performance may degrade sharply when subjected to intentional or unintentional perturbations. To address this limitation, we propose
the first certified dataset watermark (i.e., CertDW) and CertDW-based certified dataset ownership verification method that ensures
reliable verification even under malicious attacks, under certain conditions (e.g., constrained pixel-level perturbation). Specifically,
inspired by conformal prediction, we introduce two statistical measures, including principal probability (PP) and watermark robustness
(WR), to assess model prediction stability on benign and watermarked samples under noise perturbations. We prove there exists a
provable lower bound between PP and WR, enabling ownership verification when a suspicious model’s WR value significantly exceeds
the PP values of multiple benign models trained on watermark-free datasets. If the number of PP values smaller than WR exceeds a
threshold, the suspicious model is regarded as having been trained on the protected dataset. Extensive experiments on benchmark
datasets verify the effectiveness of our CertDW method and its resistance to potential adaptive attacks. Our codes are at GitHub.

Index Terms—Dataset Ownership Verification, Certified Robustness, Data Protection, Trustworthy ML, AI Security
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1 INTRODUCTION

R ECENTLY, deep neural networks (DNNs) have been
widely and successfully adopted and deployed in

many mission-critical applications, such as face recogni-
tion [1], [2], [3]. Arguably, their success heavily relied on
the existence of diverse and high-quality public datasets
(e.g., ImageNet [4] and LAION-5B [5]). Researchers and
developers can use them to train their models and improve
their DNNs based on the evaluation results. In particular,
these datasets are often mainly limited to educational or
research purposes, as their collection and annotation are
time-consuming and even costly.

However, safeguarding their copyright (i.e., preventing
unauthorized usage of datasets) remains a challenging task,
despite there being already many classical in data protection
[6]. These methods cannot be used to protect public datasets,
as they either hinder accessibility and functionality (e.g.,
encryption [7], [8], [9]) of these datasets or necessitate the
information of the training process of suspicious models
or even its manipulation (e.g., digital watermarking [10],
[11], [12] and differential privacy [13], [14], [15]) that are not
capable for dataset owners in practice.
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To the best of our knowledge, dataset ownership ver-
ification (DOV) [16], [17], [18], [19], [20], [21] is currently
the most widely used and effective method to safeguard
the copyright of public datasets [6]. In general, DOV is a
post-hoc auditing method, verifying whether a suspicious
third-party model is trained on the protected dataset by
examining its prediction behaviors on particular samples
(i.e., verification samples) without knowing its parameters
and training details (i.e., under the black-box setting). These
methods consist of two main stages, including dataset wa-
termarking and ownership verification. In the first stage,
the dataset owner will modify a few samples in the original
(unprotected) dataset to generate its watermarked version,
such that all models trained on the watermarked dataset will
behave normally on benign testing samples yet have dis-
tinctive and pre-defined prediction behaviors (e.g., targeted
misclassification) on verification samples. Given the API of
a suspicious model, in the second stage, the dataset owner
will examine whether this model has dataset-specified be-
haviors in predicting verification samples. If these special
prediction behaviors occur, it is regarded to have been
trained on the protected dataset.

In this paper, we revisit existing DOV methods. We
reveal that their success relies on a latent assumption that
the verification process is ‘honest’, i.e., the suspicious model
will faithfully use verification samples (without adding any
noises) to generate their predictions. However, this assump-
tion may not necessarily hold in practice, especially when
the suspicious model notices the potential progress of own-
ership verification. We demonstrate that their performance
will degrade sharply, no matter under unintentional random
noises or intentional adversarial perturbations. Besides, we
notice that there is a close connection between dataset
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watermarking and model watermarking. In particular, a
few pioneering research [22], [23], [24] showed that we can
achieve certified model watermarks that are robust against
any parameter perturbations within a certain region by
introducing random noise to the model parameters to limit
the side effects in the worst-case scenario. Accordingly, an
intriguing and critical question arises: Could we also achieve
certified watermark against image-level noises in the verification
process of dataset ownership verification?

The answer to the aforementioned question is in the pos-
itive, although we cannot directly generalize existing meth-
ods in certified model watermarks. This is mostly because
they focused on the parameter space rather than the sample
space, requiring defenders to obtain gradients w.r.t. model
parameters or even customize the whole training process.
In this paper, we make the first attempt to design certi-
fied dataset watermarks to provide robustness guarantees
for dataset ownership verification. Our method (dubbed
‘CertDW’) ensures that ownership can be reliably verified
as long as the image-level watermark perturbation during
the inference process satisfies certain conditions (e.g., con-
strained pixel-level perturbation). In general, inspired by
conformal prediction [25], [26], which is a statistical tech-
nique used to create prediction sets with assured coverages,
we introduce two statistics, dubbed ‘principal probability
(PP)’ and ‘watermark robustness (WR)’, to measure the
distribution (instead of a probability value) in predicting the
target label of benign samples and watermarked samples,
respectively. Specifically, principal probability is defined as
the upper bound of the probability that benign samples are
consistently predicted as their ground-truth label under a
noise distribution, while watermark robustness is defined
as the lower bound of the probability that watermarked
samples are consistently predicted as the target label under
a noise distribution. In particular, we prove there is a lower
bound on their gap if the sample-level perturbations on
verification samples are within a certain range. As such,
the suspicious model can be regarded as trained on the
protected watermarked dataset (without authorization), if
its WR value is significantly larger than the PP value
of a validation model that is independently trained on a
watermark-free dataset.

In practice, our method consists of three main steps. In
the first step, we estimate the PP value by selecting the
maximum value of the average prediction distribution (PD)
computed across classes, obtained by introducing random
noise multiple times to several benign samples. The PD
hereby represents the probability distribution for each class
predicted by the benign model when random noise is added
to benign testing samples. In the second step, we estimate
the WR value by selecting the minimum value of the prob-
ability distribution for the suspicious model predicting the
target class, obtained by introducing random noise multiple
times to several watermarked samples. In the third step, we
calculate the PP values of multiple benign models (dubbed
‘calibration set’) and count the number of their values that
are larger than WR. As as long as this number is sufficiently
larger than a proportion of the size of calibration set, the
suspicious model will be denoted as being trained on the
protected dataset. We use multiple instead of solely one val-
idation model for ownership verification to further reduce

the randomness of model selection.
In summary, our contributions are four-fold, as follows:

(1) We revisit existing dataset ownership verification (DOV)
methods and reveal that their verification performance may
degrade sharply when noises are incorporated during the
inference process. (2) We make the first attempt to design
certified dataset watermarks to provide robustness guaran-
tees for dataset ownership verification based on two intro-
duced statistics (i.e., principal probability and watermark
robustness). (3) We theoretically analyze the robustness
guarantee and its conditions of our certified dataset owner-
ship verification. (4) We conduct experiments on benchmark
datasets to validate the effectiveness of our method and its
resistance to potential adaptive attacks.

2 RELATED WORKS

2.1 Backdoor Attacks
Backdoor attacks are an emerging research field primar-
ily targeting the training phase of deep neural networks
(DNNs) [27]. In such attacks, an adversary maliciously
manipulates a subset of training samples to implant a
backdoor into the victim model, establishing a latent asso-
ciation between an adversary-specified trigger pattern and
a target label. The compromised model performs normally
when predicting benign samples, but once an input contains
the trigger pattern, its predictions are maliciously altered,
posing significant security risks to DNN-based applications.
Generally, existing backdoor attacks can be categorized into
three main types, based on the adversary’s capabilities: (1)
poison-only attacks [28], [29], [30], (2) training-controlled
attacks [31], [32], [33], and (3) model-modified attacks [34],
[35], [36]. Specifically, poison-only attacks can only ma-
nipulate the training dataset but cannot interfere with the
training process; training-controlled attacks can modify both
the training dataset and the training procedure (e.g., altering
the training loss function); while model-modified attacks
inject backdoors by directly modifying model structures
or parameters, making them more effective in both digital
and physical environments. In this study, we mainly focus
on poison-only attacks to leverage their unique properties
to design watermarking technique for dataset ownership
verification, aiming to protect public datasets. Other types
of backdoor attacks can also be used for positive purposes
[37], [38], [39], but this is out of the scope of this paper.

2.2 Data Protection
2.2.1 Classical Data Protection
Data protection is a classic and significant field of study,
encompassing various aspects of data security with the goal
of preventing unauthorized data usage and safeguarding
personal data. Currently, encryption, digital watermarking,
and privacy protection are the three main categories of
conventional data protection methods. Specifically, encryp-
tion [7], [8], [9] protects sensitive data by fully or partially
encrypting it, allowing only authorized users with the key to
decrypt and utilize the data further. However, this method
may limit the functionality of datasets (e.g., accessibility)
and is thus not suitable for protecting datasets that are
already public. Digital watermarking [10], [11], [12] involves
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embedding a pattern specified by the owner into the pro-
tected data as a watermark to assert ownership. Privacy
protection [13], [14], [15] focuses on preventing the leakage
of sensitive information during the training process through
empirical methods [40], [41], [42] and certification methods
[14], [43], [44]. These approaches often require access to
more detailed training processes, which are not disclosed to
users (especially dataset owners), thereby can not be directly
used to protect the copyright of public datasets.

2.2.2 Dataset Ownership Verification
Dataset ownership verification (DOV) aims to verify
whether a suspicious third-party model is trained on the
protected dataset. To the best of our knowledge, this is
currently the most widely used and effective method for
protecting the copyright of open-source datasets [6]. Specif-
ically, DOV strategies is a post-hoc auditing method that
maintain the model’s performance on benign test samples
while inducing distinctive prediction behaviors on verifi-
cation samples by introducing imperceptible watermarked
samples into the original dataset to generate its water-
marked version for release. Dataset owners verify owner-
ship by checking whether the suspicious third-party model
exhibits these distinctive prediction behaviors, all within
a black-box verification setting. Current DOV methods
[16], [17], [18] are primarily implemented through poison-
only backdoor attacks or by watermarking unprotected
benign datasets through other approaches [19], [20], [21].
For instance, [16] employed poisoned-label backdoor at-
tacks, whereas [18] adopted clean-label backdoor attacks
for dataset watermarking. Li et al. [17] initially discussed
the ‘harmlessness’ requirement of DOV, stating that dataset
watermarks should not introduce new security risks to
models trained on protected datasets, and proposed the
concept of untargeted backdoor watermarks. Recently, Guo
et al. [19] further explored the definition of harmlessness,
using hardly-generalized domain as watermarked samples
to avoid introducing any new vulnerabilities. Additionally,
Wei et al. [20] designed a scalable clean-label backdoor-
based dataset watermark for point clouds, capable of wa-
termarking samples from all classes. Most recently, Li et al.
[21] proposed the first copyright protection method for per-
sonalized text-to-image diffusion models. However, existing
DOV lack quantitative research and theoretical guarantees
on the robustness of dataset watermarking, and thus may
be vulnerable to future advanced adaptive attacks.

2.3 Certified Robustness

Certified robustness [45], [46], [47] ensures that a model
produces the desired output (such as the correct label) when
adversarial perturbations applied to the input remain within
a certain region. Initially introduced for certifying classifiers
against adversarial examples, the most classical technique
for achieving certified robustness is randomized smoothing
[48], [49]. This method works by adding random (Gaussian)
noise to a given test input and then using the classifier to
predict the final output based on the noisy inputs.

Besides ensuring certified adversarial robustness, a few
pioneering recent studies [22], [23], [24] focused on the
robustness certification of model watermarking to protect

model ownership, achieving this by adding random noise
to model parameters. These methods can provide theoret-
ical guarantees in the worst-case scenario in weight-level
perturbations, ensuring that the watermark remains non-
removable, as long as the perturbation in the model param-
eters remains within a certain region. However, this protec-
tion method is still primarily used for safeguarding model
copyrights, focusing on the parameter space rather than
the sample space, which often requires additional training
details (e.g., gradients or even the entire training process).
As such, existing certified model watermarking methods
cannot be directly generalized to achieve certified dataset
watermarking against image-level noise in the verification
process of dataset ownership verification. How to design a
certified dataset watermark for robust ownership verifica-
tion remains blank and is worth further investigation.

3 REVISITING DATASET WATERMARKING

We find that all existing dataset ownership verification
(DOV) methods (implicitly) assume that the verification
process is faithful, where the suspicious model will directly
and exactly use the verification samples as input and return
their results. However, the adversaries, i.e., owners of the
malicious model trained on the victim dataset, may try
to circumvent ownership verification methods by adding
perturbations to all verification samples before feeding them
into the model in practice. In this section, we discuss
whether the dataset watermarks of existing DOV methods
are still effective in these cases. Before we describe our
experiment design and observations, we first briefly review
the general process of existing DOV methods.
The Main Pipeline of Existing DOV Methods. Let
D = {(xn, yn)}Nn=1 denotes a vanilla training dataset
for an image classification task with K classes, where
xn ∈ X = [0, 1]C×W×H represents the image with yn ∈
Y = {1, 2, · · · ,K} is its label. In the first stage of DOV
(i.e., dataset watermarking), the dataset owner creates a
watermarked version of D, denoted as Dw. Specifically,
Dw = Dm ∪ Dr , where Dm represents the modified version
of samples from a small selected subset Ds of D (i.e.,
Ds ⊂ D) and Dr contains the remaining benign samples
(i.e., Dr = D \ Ds). The Dm is generated by the dataset-
specified image generator GX : X → X and the label gen-
erator GY : Y → Y , i.e., Dm = {(x̂, ŷ) : x̂ = GX(x), ŷ =
GY (y), (x, y) ∈ Ds}. For example, in a BadNets-based DOV
[16], [50], GX = t ⊙ x + (1 − t) ⊙ δ and GY = ŷ, where
t ∈ [0, 1]C×W×H is the trigger mask, δ ∈ [0, 1]C×W×H is
the trigger pattern, ⊙ denotes the element-wise product,
and ŷ is the target label. In particular, γ ≜ |Dm|

|Dw| denotes
the watermarking rate. In the second phase (i.e., owner-
ship verification), the dataset owners investigate whether a
suspicious third-party model f(·;θ) : X → Y was trained
on the protected watermarked dataset Dw by querying it
with verification samples under the black-box setting. For
example, BadNets-based DOV used watermarked samples
x̂ as verification samples and verified whether f(x̂;θ) = ŷ.

3.1 Impact of Unintentional Random Noises
In this section, we explore whether random noises that are
not intentionally introduced by the adversaries will reduce
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Fig. 1: The performance (WSR) of watermarked samples in the sample space. dN is is the direction of random noise, and
dA is the adversarial direction. ‘•’ denotes the original watermarked sample. The first two columns presents the results
under BadNets-based watermarks, while the last two columns show the results of Blended-based watermarks.
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Fig. 2: The impact of unintentional random Gaussian noise
on the watermark success rate (WSR).

the performance of existing dataset watermarks.
Settings. We hereby use BadNets [50] and Blended [17] as
the watermarking techniques on GTSRB [51] and CIFAR-
10 [52] datasets for discussion. They are the most classical
methods and the representative of visible and invisible
backdoor watermarks, respectively. Specifically, we set the
target label ŷ as ‘1’ and set the watermarking rate as 10%
for both datasets. Following previous works [29], [53], we
use a 3 × 3 black-and-white patch located at the lower-
right corner of the image as the trigger pattern for BadNets-
based watermarks. For the blended watermark, we use a
Hello-Kitty trigger, blending it with the original images
and setting the transparency parameter to 0.2. Besides, we
exploit the winning model from the leaderboard [54] on
GTSRB and a classical VGG-type model [55] on CIFAR-
10. Both watermarks are implemented using BackdoorBox
[56]. During the inference process, we add random noises
sampled from a Gaussian distribution to each pixel of veri-
fication samples with different magnitudes.
Result. As shown in Figure 2, the watermark success rates
(WSR) of both watermarks significantly decrease with the
increase of noise magnitude. In particular, on the CIFAR-
10 dataset, adding noise with a small magnitude (e.g., 0.3)
can reduce the WSR by 60%. This indicates that the perfor-
mance of dataset watermarking degrades significantly in the
presence of random noise, suggesting that existing dataset
watermarking methods lack robustness and are highly vul-
nerable even to unintentional random noise.

3.2 Impact of Intentional Adversarial Perturbations
In this section, building on the analysis in Section 3.1,
we further investigate whether adversarial perturbations

intentionally introduced by adversaries will further degrade
the performance of existing dataset watermarking methods.
Setting. In order to visualize the region around the wa-
termarked samples, we measured the watermark success
rate (WSR) on the panel spanned by two directions dN
and dA. Specifically, dN represents the unintentional ran-
dom noise perturbation direction to erase watermark, i.e.,
dN = sign(N (0, σ2I)), and dA is the intentional adversar-
ial perturbation direction to erase dataset watermark, i.e.,
dA = sign(∇xL(θ,x, y)). We perturb the original water-
marked samples along these two directions to explore the
surrounding sample space and recorded the WSR of the
neighboring samples. For comparison purposes, we define
the new sample space as follows:

X̂ ≜ {x̂+ εN · dN + εA · dA|εN , εA ∈ R}, (1)

where (εN , εA) are the coordinates along each direction,
x̂ is the original watermarked sample, corresponding to
the origin in the coordinate system (marked as the black
circle for reference). Finally, we evaluate the changes in the
watermark success rate within this sample space.
Result. As shown in Figure 1, we find that although un-
intentional random noise can already significantly reduce
WSR within a certain range, introducing intentional ad-
versarial perturbations leads to an even more dramatic
decrease in WSR. For example, for blended watermarking,
a perturbation as small as 0.15 can cause WSR to drop by
over 80%. This suggests that if an adversary intentionally
adds such perturbations, they can more effectively remove
dataset watermark, leading to the failure of verification.

4 METHODOLOGY

4.1 Preliminaries

Threat Model. Following the classical settings of dataset
ownership verification [6], [16], [19], we consider two parties
(i.e., the dataset owner and the adversary) in our threat
model. The dataset owner can modify the original dataset
to generate its watermarked version before releasing it. The
dataset users (including adversaries) will use it to train their
model, no matter in a legitimate or unauthorized manner.
Accordingly, the dataset owner has neither the training
details of the suspicious model nor its model parameters
or intermediate results (e.g., gradients). The owner can
verify the ownership solely based on the prediction of the
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Fig. 3: The main pipeline of our CertDW consists of three core steps. In the first step, we randomly select one correctly
predicted sample from each class. For each sample, we add M times of noise to predict these noisy versions via a benign
model and calculate the frequency of prediction results on each category (termed as prediction distribution (PD)). After
that, we estimate the PP value by selecting the maximum value of the average PD across classes; In the second step, we
estimate the watermark robustness (WR) value following a similar approach in estimating the PP value. Specifically, we use
watermarked instead of benign samples and the suspicious instead of the benign model for prediction. We obtain the WR
value by selecting the minimum of the prediction probability on the defender-specified target label (e.g., ŷ = 2). In the third
step, we construct a calibration set by calculating PP values for J benign models. We then employ conformal prediction
to count the number of values in the calibration set that are smaller than the WR value for ownership verification. If this
count is sufficiently large, the suspicious model is deemed to have been trained on the protected dataset.

suspicious model (i.e., under the black-box setting). In par-
ticular, different from previous works implicitly assumed
that the adversaries will faithfully use verification samples
to generate their predictions, we assume that they may de-
liberately circumvent verification by introducing malicious
pixel-level perturbations to verification before feeding them
for prediction. Arguably, this setup is more realistic and
allows for a better assessment of the effectiveness.
Goal of Certified Dataset Watermark (Informal Defini-
tion). We hereby first provide a preliminary definition to
briefly describe our goal. Its formal definition is in Sec-
tion 5.1. Generally, a natural goal in defending against the
aforementioned malicious acts (i.e., adding noises before
prediction) is to ensure that the prediction of the (suspi-
cious) model on the verification sample remains unaffected
by any malicious modification. In this case, even if malicious
modifications are intentionally introduced in the verification
process, the ownership verification remains effective since
the prediction should remain unchanged. The goal of a cer-
tified dataset watermark is to ensure the previous property
by designing a particular watermarking (and corresponding
ownership verification) scheme (under certain conditions).

4.2 Overview of the Proposed Method
As demonstrated in Section 3, the performance of exist-
ing dataset watermarking methods significantly degrades
as the intensity of unintentional random noise or inten-
tional adversarial perturbations increases, often resulting in

verification failures. To overcome this limitation, inspired
by conformal predictions [25], [26], which exploits past
observations to determine the precise confidence of new
prediction, we propose the first certified dataset ownership
verification. Specifically, it is designed based on two intro-
duced statistical statistics: principal probability and water-
mark robustness, measuring the distribution in predicting
the target label of benign and watermarked samples, respec-
tively. In general, our method consists of three main steps:
(1) computing the principal probability (PP), (2) calculating
watermark robustness (WR), and (3) dataset ownership
verification via conformal prediction, as shown in Figure
3. Their technical details are in the following subsections.

4.3 Computing the Principal Probability

In this step, we estimate the PP value by selecting the
maximum value of the average prediction distribution (PD).
In general, PD represents the probability distribution for
each class predicted by the benign model when random
noise is added to benign testing samples, defined as follows.

Definition 1 (Prediction Distribution (PD)). For benign model
g(·;w) : X → Y with parameters w, define p(x|gw,PN ) ∈
[0, 1]K as a vector representing the probability distribution over
K = |Y| classes when random noise ϵ is added to the input x.
The k-th entry (k ∈ Y) of the PD is defined as:

pk(x|gw,PN ) = Pϵ∼PN
(argmax g(x+ ϵ;w) = k), (2)
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where ϵ is the noise sampled from a noise distribution1 PN , such
as a Gaussian distribution, a uniform distribution, etc.

In practice, PD is estimated using Monte Carlo by intro-
ducing random noise multiple times to the benign sample,
recording the output count for each class, and using fre-
quency to approximate probability. In other words,

pk(x|gw,PN ) ≈ 1

M

M∑
i=1

I{argmax g(x+ ϵM ;w) = k}, (3)

where M is the number of sampled random noises and I{·}
denotes the indicator function.

However, the randomness in selecting the benign sam-
ples may significantly impact the results. To reduce its side-
effects, for a given benign model g(·;w), we independently
sample K correctly predicted samples from each of the
K classes, denoted as x1,x2, . . . ,xK . We then calculate
the final prediction distribution (PD) for each of these K
samples individually and average them by class.

Given the estimated prediction distribution, we then
calculate the principal probability (PP) as follows:

Definition 2 (Principal Probability (PP)). Consider a domain
with K = |Y| classes under the smoothing distribution PN . The
PP for a benign model g(·;w) is defined as

P (gw,PN ) = ∥ 1

K

K∑
k=1

p(xk|gw,PN )∥∞, (4)

where x1, · · · ,xK are K independent random samples satisfying
argmax gw(xk) = k (k ∈ {1, · · · ,K}).

In general, computing PP across more samples per class
usually yield a similar value, therefore, using K instead of
more samples is sufficient for its estimation.

4.4 Calculating the Watermark Robustness

In this step, we estimate the WR value by selecting the
minimum probability from the distribution of the suspicious
model’s predictions for the target class. Similar to Section
4.3, to mitigate the impact of randomness in sample selec-
tion on the final result, we use multiple watermarked sam-
ples to compute the probability for the suspicious model.
Specifically, given a suspicious model f(·;θ), we indepen-
dently sample K correctly predicted samples from each of
the K classes, denoted as x1,x2, . . . ,xK . We then embed
a trigger δ and assign the designated target label ŷ to
construct K watermarked samples. Finally, we compute the
watermark robustness (WR) as follows:

Definition 3 (Watermark Robustness (WR)). Consider a
dataset watermark with a trigger δ and a target class ŷ ∈ Y
against a suspicious model f(·;θ). For each sample x ∈ X , under
a noise distribution PN , the WR for the watermarked sample x̂
(i.e., x+ δ) can be defined based on the PD as:

W (fθ,PN ) = min
k=1,··· ,K

pŷ(x̂k|fθ,PN ), (5)

1. The noise distribution is also commonly called ‘smoothing distri-
bution’ since it is used for randomized smoothing.

where x̂k = xk+δ, and x1, · · · ,xK are K independent random
samples satisfying argmax gw(xk) = k (k ∈ {1, · · · ,K}).

Remark 1. For suspicious model f(·;θ), the ŷ-th entry of the
PD (on x̂) is defined as pŷ(x̂|fθ,PN ) = Pϵ∼PN

(argmax f(x+
δ + ϵ;θ) = ŷ). Selecting the smallest probability from K classes
better reflects the watermark’s robustness against noises, ensuring
to the greatest extent that the watermark does not fail. This
watermark robustness (WR) will be theoretically justified in the
subsequent parts (see Section 5.2), which present the minimum
conditions required to satisfy a certified dataset watermark.

4.5 Ownership Verification via Conformal Prediction

In this step, inspired by conformal prediction, we calculate
the PP values of multiple benign models (dubbed ‘calibra-
tion set’) and count the number of their values that are
larger than WR for ownership verification. If this count is
sufficiently larger than a certain proportion of the calibration
set size, the suspicious model is deemed to have been
trained on the protected dataset. We hereby exploit multiple
benign models instead of a single one for verification to
reduce the side effects of randomness in model selection.

Specifically, we first train J benign models following
the method in Section 4.3 and calculate the PP values of
them individually to construct a calibration set, denoted as
PC(gw,PN ) = {P 1

C(gw,PN ), . . . , P J
C (gw,PN )}. In particu-

lar, the calibration set is composed of PP values calculated
by benign models trained on a dataset instead of the actual
data distribution. As such, the PP values calculated on these
benign models may exhibit distribution shifts, particularly
with a higher sample variance and heavy tails with many
outliers in the calibration set. Directly using this calibration
set for conformal prediction may lead to overly conservative
verification thresholds. To alleviate this problem, we need
to filter out a certain proportion of larger outliers (e.g., by
outlier detection). Finally, we exploit conformal prediction
based on the WR value of the suspicious model and the
PP values in the calibration set to calculate the p-value for
ownership verification, as follows.

Proposition 1 (Dataset Ownership Verification via Con-
formal Prediction). Let PC and W denote the PP values of
PC(gw,PN ) and the WR values over W (fθ,PN ), respectively.
The PC(gw,PN ) and W (fθ,PN ) is estimated based on Defini-
tion 2 and Definition 3, respectively. The p is defined by

p =
1+min{∑J

j=1 I{P j
C<W},J−m}

J−m+1 , (6)

where J is the size of the calibration set, m represents the number
of outliers in the calibration set, and I{·} is an indicator function
whose value is 1 if P j

C < W and 0 otherwise. We claim that the
suspicious model is trained on the protected dataset if and only if
p ≥ 1−α0, where α0 (e.g., 0.05) denotes the chosen significance
level (with 1− α0 known as the confidence level).

In practice, m = κ · J , where κ is a hyper-parameter
indicating the proportion of filtering (e.g., κ = 0.2).

Remark 2. The previous condition of unauthorized training, i.e.,
p ≥ 1− α can be re-formulated as

W (fθ,PN ) > P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), (7)
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where P
(j)
C (gw,PN ) denotes the j-th smallest element in

PC(gw,PN ). In particular, P (J−m−⌊α0(J−m+1)⌋)
C (gw,PN ) is

called ‘calibration threshold’ in this paper.

5 THEORETICAL ANALYSES OF OUR CERTDW
In this section, we provide theoretical analyses of our
CertDW proposed in Section 4. Before presenting the theory,
we first define (sample-level) certified dataset watermark-
ing. According to this definition, we propose a general the-
oretical framework applicable to various noise distributions
based on Neyman-Pearson lemma [57]. Besides, we also
instantiate this framework with two classical smoothing
distributions, i.e., Gaussian and uniform distributions and
derive their specific conditions for a better illustration.

5.1 Definition of Certified Dataset Watermarking
In this section, we first define the neighborhood based on
R-bounded transformation and provide a rigorous formu-
lation for dataset watermark perturbations. Based on this
definition, as well as the watermark robustness in Definition
3, we present two necessary properties of certified dataset
watermarking (see Definition 5), which facilitate the theoret-
ical analysis in Sections 5.2. We provide the formal definition
of certified dataset watermarking at the end.

Definition 4. The R-bounded transformation-based neighbor-
hood set of the example (x, y), i.e., FR,T (x, y), is defined as:

FR,T (x, y) = {(T (x), ŷ) | dist(T (x),x) ≤ R} , (8)

where T (x) : X → X is a sample-wise transformation, ŷ ∈ Y
is the defender-specified target class, and dist(·, ·) is a prede-
fined distance metric (e.g., ℓp-norm). Here, R ≥ 0 denotes the
maximum perturbation magnitude of the dataset watermarking,
representing the upper bound for perturbation strength.

Remark 3. The set FR,T is a general form, adapting to various
widely used perturbation bounds by selecting appropriate trans-
formation functions T and distance metrics. In this paper, we
mainly focus on the pixel-level additive transformation with ℓp-
norm (1 ≤ p ≤ ∞). It is worth noting that we need to assign
an R so that dist(T (x),x) ≤ R holds for all K selected samples
{x1, · · · ,xK} for certified dataset watermarks. For convenience,
for each k ∈ {1, . . . ,K}, we define rk = T (xk) − xk.
Accordingly, R can be the supremum of {dist(T (xk),xk)}Kk=1,
denoted by R = maxk=1,···K ∥rk∥.

Based on Definition 4, we hereby provide two necessary
properties that a certified dataset watermark should satisfy.

Definition 5 (Two Necessary Properties of Certified Dataset
Watermarks). Let {xk}Kk=1 be K independent random benign
samples satisfying argmax gw(xk) = k, and ϵ be the noise
sampled from a noise distribution PN . Consider the watermarked
version of x (i.e., x + r) with a defender-specified target class ŷ
against a watermarked model f(·;θ).

• (Transformation-based) Watermark Robustness (WR):
WR is defined as the lower bound of the probability that
watermarked samples are consistently predicted as the target
label under the given noise distribution, as shown in Defi-
nition 3. We hereby re-formulate it (by replacing δ with r)
based on Remark 3, as follows:

W (fθ,PN ) = min
k

P(argmax f(xk + rk + ϵ) = ŷ). (9)

• (R–functionality) Stability: Given that the watermark trans-
formation is constrained within R (i.e., ∥rk∥2 ≤ R), it is
defined as the lower bound of the probability that benign samples
x are consistently predicted as the target label under a noise
distribution, as follows:

S(fθ,PN ) = min
k

P(argmax f(xk + ϵ) = ŷ). (10)

In general, W (fθ,PN ) and S(fθ,PN ) measure the resis-
tance of the dataset watermark to noises and watermark-
removal attacks (as well as noises) to verification samples,
respectively. We consider both two properties instead of
solely the watermark robustness to approximate the worst-
case scenario where the malicious dataset user removes
the trigger pattern somehow (instead of simply adding
noises) during the inference process. Accordingly, a dataset
watermark is certified robust if its two property values are
both sufficiently large. Its formal definition is as follows.

Definition 6 ((Sample-level) Certified Robust Dataset Wa-
termarking). We call a dataset watermark of the watermarked
model fθ (under the smoothing distribution PN ) is (τ -)certified
robust if and only if min{W (fθ,PN ), S(fθ,PN )} > τ .

Remark 4. In this paper, to reduce the side effects of the random-
ness in selecting τ , we assign its value based on the calibration
threshold (defined in Remark 2), which is calculated based on be-
nign models via conformal prediction. Besides, following existing
certified adversarial robustness/model watermarking [24], [49], we
do not incorporate the ‘utility’ requirement that the watermarking
should only have mild side effects on the watermarked models in
predicting benign testing samples. Nevertheless, we will empiri-
cally verify it in our main experiments.

5.2 A General Condition for Certified Watermarking
In this section, we aim to ensure dataset ownership verifica-
tion while improving the performance of correct watermark
verification. Before presenting the general conditions, we
first define the statistical hypothesis testing, and then define
the type-I and type-II errors in dataset watermarking. Based
on these definition, we use the Neyman-Pearson lemma to
derive the optimal likelihood ratio test, which in turn leads
to the general conditions for certified dataset watermarking.

Definition 7 (Statistical Hypothesis Testing). Statistical hy-
pothesis testing is a decision-making problem that involves deter-
mining whether a proposed hypothesis is correct. Formally, the
decision is based on the realized values of a random variable X ,
whose distribution is known to be either H0 (the null hypothesis)
or H1 (the alternative hypothesis). Given a sample x ∼ X , a
random test ϕ can be modeled as a function ϕ : X −→ [0, 1],
which rejects the null hypothesis with probability ϕ(x) and
accepts the null hypothesis with probability 1− ϕ(x).

Definition 8 (Type-I/II Error in Dataset Watermarking). For
testing the null hypothesis H0 (i.e., training on watermarked
dataset) with the alternative hypothesis H1 (i.e., training on
watermark-free dataset) regarding a model trained on the water-
marked dataset, the Type-I/II Errors are defined as follows:

• Type-I Error (β1): The probability that watermarked samples
are consistently identified as watermark-free (i.e., null hy-
pothesis is true but rejected), as follow:

β1(ϕ;H0) = Ex(ϕ(x)|H0 is true). (11)
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• Type-II Error (β2): The probability that clean samples are
consistently classified as the target label (i.e., being regarded
as watermarked samples), i.e., (i.e., null hypothesis is false
but accepted), as follow:

β2(ϕ;H1) = Ex(1− ϕ(x)|H1 is true). (12)

In practice, type-I error leads to the neglect of po-
tential copyright infringement, while type-II error triggers
falsely claim ownership. Arguably, type-I error may lead to
more serious negative consequences than type-II error since
dataset ownership verification could be the first step be-
fore legal forensics (which can avoid false positive charge).
Accordingly, inspired by the optimal likelihood ratio test
ϕ∗ introduced by Neyman-Pearson lemma [57], we aim to
minimize the occurrence of type-II errors while controlling
type-I error under a small threshold. Formally, we set the
significance level α1 as the maximum acceptable probability
for type-I error, as follows:

β1(ϕ
∗;H0) = α1, β2(ϕ

∗;H1) = β∗
2(α1;H1), (13)

where β∗
2(α1;H1) = inf{β2(ϕ;H1) | β1(ϕ;H0) ≤ α1}.

By combining the above Definition 7-8 with the opti-
mal likelihood ratio test, i.e., Eq. (13), we can derive the
following general condition (14) of certified robust dataset
watermarking. Its proof is provided in Appendix.

Theorem 1 (General Condition of Certified Dataset Water-
marking). Given W (fθ,PN ) and S(fθ,PN ) that are estimated
based on Eq. (9) and (10) in Definition 5 for a watermarked model,
respectively. Dataset ownership is guaranteed to be verified if the
optimal type-II errors, for testing the null PN + r ∼ H0 against
the alternative PN ∼ H1, satisfy the following condition:

β∗
2 (1−W (fθ,PN ), H1) > P

(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), (14)

where P
(j)
C (gw,PN ) denotes the j-th smallest element in

PJ(gw,PN ). α0, J and m are defined as in Proposition 1.

Remark 5. Different smoothing distributions lead to different
robustness boundaries for various norms. For example, Gaussian
noise results in robustness boundaries within the ℓ2 norm, while
uniform noise may lead to boundaries for other ℓp norms.

In general, Theorem 1 establishes the optimal likeli-
hood ratio test using the Neyman-Pearson lemma. As long
as W (fθ,PN ) is sufficiently large, α1 will be controlled
below a small threshold, and the type-II error is mini-
mized. Besides, it is sufficient to ensure that the mini-
mized value of type-II error (i.e., the optimal type-II error
β∗
2(1 − W (fθ,PN ), H1)) exceeds the calibration threshold

(defined in Remark 2), to guarantee dataset ownership veri-
fication. This highlights the inherent trade-off between type-
II error and certification performance, which plays a critical
role in verifying dataset ownership through the watermark.

We hereby derive the robustness conditions under two
specific noise/smoothing distributions (i.e., Gaussian and
uniform distributions) as examples for a better illustration.

Example 1 (Robustness Conditions under Gaussian Distri-
bution). Let the noise ϵ ∼ N (0, σ2I). Given W (fθ,PN ) that
is estimated based on Eq. (9) in Definition 5 for the watermark
model’s (transformation-based) WR. Let R denotes the maximum
perturbation magnitude of the dataset watermark, as defined in
Definition 4. Dataset ownership verification is guaranteed if and

only if W (fθ,PN ) satisfies the following condition:

W (fθ,PN ) > Φ(
R

σ
) + P

(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), (15)

where Φ is the cumulative distribution function (CDF) of the standard
Gaussian distribution.

Example 2 (Robustness Conditions under Uniform Distribu-
tion). Let the noise ϵ ∼ U([e, h]). Given W (fθ,PN ) that is es-
timated based on Eq. (9) in Definition 5 for the watermark model’s
(transformation-based) watermark robustness. Let R denotes the
maximum perturbation magnitude of the dataset watermark, as
defined in 4. Dataset ownership verification is guaranteed if and
only if W (fθ,PN ) satisfies the following condition:

W (fθ,PN ) > P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN )+1−

K∏
k=1

(1− R

h− e
)+,

(16)
where (x)+ = max{0,x}.

Remark 6. We have some critical observations about these
examples to get intuition on the robustness condition (15)-(16):

• As shown in Eq. (15)–(16), watermarks with a larger WR are
more likely to be guaranteed verification when the watermark
perturbation size (i.e., R) is fixed. Conversely, if the WR is
fixed, dataset watermarks with smaller perturbation sizes are
more likely to be guaranteed verification.

• The major distinction between certified dataset watermark
verification and certified backdoor robustness is that the
former provides verification guarantees for ‘strong’ dataset
watermarks, while the latter prevents the learning of triggers
during training. These two types of certification indicate
that a backdoor watermark is either strong enough to be
‘detectable’ or weak enough to be removed.

6 EXPERIMENTS

6.1 Main Settings

Dataset and Model Selection. We conduct experiments on
the GTSRB [51] and CIFAR-10 [52] datasets. We adopt the
same model architectures as those described in Section 3,
following their standard train-test splits.
Baseline Selection. In this paper, we mainly compare our
CertDW method to its variant without using conformal
prediction (dubbed ‘CertDW-V’) since there is currently no
certified dataset watermark. It sets a threshold by control-
ling the same false positive rate (i.e., the performance of the
independent model predicting the target label). Besides, we
also provide the results of using vanilla watermarking tech-
niques (dubbed ‘Vanilla’) and those without watermarking
(dubbed ‘independent’) for reference.
Settings for Dataset Watermarking. Following the previous
work [16], we adopt two backdoor watermark methods:
BadNets [50] and Blended [17]. We set the target label ŷ as ‘1’
and set the watermarking rate as 10% for both datasets. For
the BadNets-based watermarking, we use a 3 × 3 random
pixel patch placed at a random location for each watermark
on both datasets. Although the trigger locations are gener-
ated randomly, once a trigger is assigned, its position within
the watermark samples remains fixed. For the blended-
based watermark, we blend a 3 × 3 random pixel patch
with the original images (dubbed ‘Blended (patch)’), setting
the transparency parameter to 0.2. Additionally, we also use
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TABLE 1: The performance (%) of dataset watermarking and dataset ownership verification on the GTSRB dataset. The former is
measured by benign accuracy (BA) and watermark success rate (WSR), while the latter is measured by verification success rate
(VSR) and watermark certification accuracy (WCA). We evaluate all methods under three different noise levels: 1.5, 2.5, and 3.5.
In particular, we mark the best verification results in boldface.

Watermark↓ σ→ 1.5 2.5 3.5
Method↓, Metric→ BA WSR VSR WCA WSR VSR WCA WSR VSR WCA WSR

No Watermarking Independent 97.05 0 6 0 0 12 0 0 12 0 0

BadNets
Vanilla 96.05 90.88 18 0 37.78 18 0 32.42 36 0 35.19

CertDW-V 95.43 93.22 56 16 53.31 52 22 54.07 50 28 52.97
CertDW 95.43 93.22 88 28 53.31 72 48 54.07 72 54 52.97

Blended (patch)
Vanilla 96.10 91.37 80 0 34.47 70 20 44.40 70 30 49.79

CertDW-V 96.13 97.99 40 6 68.88 46 8 95.85 48 10 98.28
CertDW 96.13 97.99 82 6 68.88 78 22 95.85 76 36 98.28

Blended (noise)
Vanilla 96.90 99.92 0 0 20.09 0 0 5.41 0 0 2.37

CertDW-V 95.98 96.14 90 32 66.99 86 54 68.63 86 62 68.65
CertDW 95.98 96.14 98 66 66.99 96 80 68.63 96 90 68.65

TABLE 2: The performance (%) of dataset watermarking and dataset ownership verification on the CIFAR-10 dataset. The former
is measured by benign accuracy (BA) and watermark success rate (WSR), while the latter is measured by verification success rate
(VSR) and watermark certification accuracy (WCA). We evaluate all methods under three different noise levels: 0.6, 1.2, and 1.8.
In particular, we mark the best verification results in boldface.

Watermark ↓ σ −→ 0.6 1.2 1.8
Method↓, Metric→ BA WSR VSR WCA WSR VSR WCA WSR VSR WCA WSR

No Watermarking Independent 82.55 0 6 0 0 4 0 0 4 0 0

BadNets
Vanilla 81.19 94.18 62 0 80.30 28 14 72.54 44 14 62.78

CertDW-V 81.06 93.91 64 20 83.54 64 24 80.98 54 24 77.28
CertDW 81.06 93.91 70 24 83.54 68 36 80.98 64 40 77.28

Blended (patch)
Vanilla 80.46 99.99 40 10 61.50 50 10 62.30 50 10 57.61

CertDW-V 80.19 99.49 42 16 67.53 44 20 70.86 42 22 68.13
CertDW 80.19 99.49 48 20 67.53 52 32 70.86 54 32 68.13

Blended (noise)
Vanilla 82.06 99.45 80 70 90.99 80 70 90.22 70 60 90.37

CertDW-V 80.03 99.55 88 70 93.55 84 78 95.87 80 62 92.33
CertDW 80.03 99.55 88 72 93.55 88 78 95.87 82 78 92.33

a noise pattern applied to the entire image as the trigger
for blended-based watermarks (dubbed ‘Blended (noise)’).
For each watermark, a random trigger is generated and
embedded as a random perturbation δ(x) = x + v, where
∥v∥2 ≈ 0.6. In particular, we use an average ℓ2 norm of 1.4
for Blended (noise) on the CIFAR-10 dataset since it usually
fails below this threshold. The pixel-level perturbation size
is adjusted accordingly to satisfy the ∥v∥2 constraint. For
example, on the GTSRB dataset, when ∥v∥2 ≈ 0.6, the per-
turbation magnitude for each altered pixel is independently
and randomly chosen within [40/255, 65/255] for all three
channels. Moreover, we create 50 backdoor watermarks for
each method on each dataset.

Settings for Dataset Verification. We reserve 5,000 samples
from the test dataset of GTSRB and CIFAR-10 and train 100
benign models (i.e., J = 100) following the standard train-
ing procedure, respectively. A proportion of filtered outliers
κ = 0.2 is set to construct a calibration set for verifying
dataset ownership. We train 50 independent models using
the full benign training dataset for reference to estimate the
false positive rate of our CertBW. During the verification
process, we generate 1,024 random Gaussian noises for each
input and calculate the WR and PP values using the Monte
Carlo estimation method (i.e., M = 1024). In conformal
prediction, the significance level α0 is set to 0.05.

Evaluation Metrics. We evaluate the performance in two
aspects: dataset watermarking and ownership verification.

For dataset watermarking, we use benign accuracy (BA) and
watermark success rate (WSR) to assess the effectiveness of
the dataset watermarks. Specifically, BA is defined as the
model accuracy on the benign testing dataset, and WSR is
defined as the accuracy on the watermarked testing dataset.
For ownership verification, we evaluate the verification
success rate (VSR) and watermark certification accuracy
(WCA). Specifically, VSR is defined as the proportion of
benign samples consistently predicted as the target label.
In particular, for the watermarked model, it is defined by
Eq. (10); for the independent model, the VSR corresponds to
the false positive rate. WCA is defined as the proportion of
watermarked samples that are guaranteed to be predicted
as the target label by the watermarked model, i.e., the
proportion of watermark samples that fall into the certified
region. The certified region is a two-dimensional region
determined by inequality (15), which involves watermark
robustness and the magnitude of the trigger perturbation
(see Figure 4). Within the certified region, watermark sam-
ples are consistently recognized as the target label. Higher
values of WCA and VSR indicate better performance of the
verification method. Besides, during the verification phase,
we also evaluate WSR to further demonstrate the robustness
of our watermarking method.

6.2 Main Results
As shown in Tables 1-2, our CertDW watermarking has
only a mild influence on the utility of watermarked models.
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Fig. 4: Examples of the certified regions obtained with Gaussian smoothing distribution (with different standard deviations
σ) on GTSRB with two different ranges of trigger sizes R. First Row: R ∈ (0.3, 0.8); Second Row: R ∈ (0.8, 1.3).

For instance, the watermark success rate (WSR) consistently
remains above 90%, while the accuracy of benign samples
decreases by no more than 2% (and in most cases, by
less than 1%). This indicates that our method does not
interfere with the normal use of the dataset. During the
verification process, our method achieves superior verifi-
cation performance compared to other baseline methods.
Unlike traditional approaches, our method remains robust
even as noise levels increase, with WSR staying above 60%
in most cases. Although in some cases, the Vanilla method
achieves a slightly higher VSR than our approach, its WCA
is significantly lower. These experimental results strongly
validate the effectiveness of our method.

Furthermore, we observe that the VSR (i.e., the false
positive rate, FPR) under independent models for both
datasets remains at relatively low levels: the FPR for GT-
SRB is consistently below 12%, while for CIFAR-10, it is
consistently below 6%. These results further verify the ac-
curacy of our CertDW-based verification. Note that the FPR
mentioned here differs from the type-II error described in
Theorem 1. Specifically, the type-II error in Theorem 1 refers
to the proportion of benign (i.e., non-watermark) samples
successfully marked as watermarked when evaluated under
a watermark model, whereas the FPR discussed here refers
to the VSR on benign samples evaluated under a indepen-
dent model. As such, these two metrics represent distinct
concepts and should not be conflated.

6.3 Analyzing the Certified Region of CertDW

In this section, we visualize the certified region of our
method during the verification process and analyze the
impact of trigger size on this region.

Specifically, we present examples of certified regions on
the GTSRB obtained through Gaussian smoothing distribu-
tion with different standard deviations σ ∈ {1.5, 2.5, 3.5},
associated with two different ranges of trigger sizes (i.e.,
R ∈ (0.3, 0.8) and R ∈ (0.8, 1.3)). As shown in Figure
4, the shape of the certified region aligns with our the-
oretical results (see Remark 6), which are derived from
Example 1. As the trigger size increases, both the number
of dataset watermarks falling within the certified region
and the certified region area gradually decrease, while the
WR value increases. For instance, when the noise level
is 1.5, the number of datasets falling within the certified
region decreases from 13 to 3, and the certified region area
decreases from 0.193 to 0.133, while the WR value increases
from 58% to 68%. Additionally, as the noise level increases,
the certified region area gradually improves. For example,
when the trigger size is fixed at (0.8, 1.3), and the noise
increases from 1.5 to 3.5, the certified region area increases
from 0.133 to 0.218. This indicates that dataset watermarks
with higher WR and smaller trigger perturbation sizes are
more likely to guarantee dataset ownership verification.

6.4 Ablation Study
We hereby discuss the impact of key hyper-parameters. For
simplicity, we discuss each dataset by using a fixed noise
level (e.g., 2.5 on GTSRB and 1.2 on CIFAR-10).

6.4.1 Impact of the Number of Benign Models
As shown in Figure 5, both the VSR and WCA increase with
the number of benign models J . These results indicate that
defenders can enhance the confidence in verification by in-
creasing J . Particularly, when the number of benign models
reaches 100, nearly all evaluated watermarks achieve high
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Fig. 5: Effects of the number of benign models.
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Fig. 6: Effects of the proportion of filtered outliers.
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Fig. 7: The resistance to fine-tuning.
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Fig. 8: The resistance to model pruning.

VSR and WCA. However, in most cases, excessive increases
in the number of benign models lead to decreased VSR
and WCA. This may be due to the fact that our benign
models are trained using a dataset instead of the actual
data distribution, and the data is not sufficient. As the num-
ber of models increases, this insufficiency becomes more
pronounced, resulting in anomalously high PP values. In
other words, dataset owners should determine the number
of benign models based on their specific requirements.

6.4.2 Impact of the Proportion of Filtered Outliers
As shown in Figure 6, both the VSR and the WCA in-
crease as the outlier filtering ratio κ increases. However,
in most cases, the VSR of independent models (i.e., FPR)
also increases, meaning that the likelihood of incorrectly
identifying an independent model as being trained on the
protected dataset also rises. In other words, there is a trade-
off between precision and recall here to some extent. In
practice, dataset owners should also determine the value
of κ based on their specific needs.

6.5 The Resistance to Potential Adaptive Attacks
In this section, we discuss the resistance of our method
against two potential watermark-removal attacks, including
fine-tuning [58] and model pruning [59].
The Resistance to Fine-tuning. Following the previ-
ous work [58], we fine-tune all layers of the CerDW-
watermarked model use 10% of the benign samples from
the original training set, with a learning rate of 0.001. The
model is fine-tuning for a total of 100 epochs. As shown in
Figure 7, throughout the fine-tuning process, both VSR and
WCA remain stable to a large extent. These results indicate
that fine-tuning only has a minor impact on our method.
The Resistance to Model Pruning. Following the previous
work [59], we use 10% of the benign samples from the
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Fig. 9: The performance of our method with different struc-
tures of benign and watermarked models on GTSRB. Row:
benign models; Column: watermarked models.

original training set to prune the latent representations of
our watermark model (i.e., the inputs to the fully connected
layers). The pruning rates vary from 0% to 98% in each case.
As shown in Figure 8, pruning initially leads to a significant
drop in the VSR and WCA. However, subsequent changes
become relatively stable, especially as the pruning rate
approaches 98%, where the metrics show minimal further
variation. Thus, even under high pruning rates, our method
maintains certain levels of VSR and WCA, demonstrating
its resilience to model pruning to some extent.

6.6 Model-level Transferability of CertDW

As described in Section 4.3, we use a pre-trained surrogate
model to serve as the benign model. The experiments in
Section 6.2 are conducted based on the setting that the
benign model and the watermarked model share the same
architecture. However, this assumption may not hold in
practice, as dataset owners are typically unaware of the
specific architectures exploited by dataset users (including
adversaries). Accordingly, in this section, we analyze the
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Fig. 10: The performance (WSR) of our method’s watermarked samples in the sample space. dN is the random noise
direction, and dA is the adversarial direction. ‘•’ denotes the original watermarked sample. The first two columns show
results for BadNets-based watermarks, and the last two columns show results for Blended-based watermarks.
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Fig. 11: t-SNE visualization of feature distribution in the
vanilla watermarked model with random noises.
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Fig. 12: t-SNE visualization of feature distribution in the
our watermarked model with random noises.

effectiveness of our CertDW when benign and watermarked
models have different architectures.

Specifically, we select four representative network
architectures, including VGG-16, spacial-enhanced CNN
(dubbed ‘SCNN’), VGG-19, and MobileNetV3, on the GT-
SRB dataset for discussion. All other settings remain consis-
tent with those illustrated in Section 6.2. As shown in Fig-
ure 9, our method remains effective across different model
architectures, despite some performance fluctuations due to
different model capacity. These results demonstrate that our
CertDW does not rely on prior knowledge of the benign
and watermarked model, making it a robust and practical
approach for dataset ownership verification.

6.7 A Closer Look to the Effectiveness of CertDW
In this section, we intend to further explore the mechanisms
behind the effectiveness of our CertDW. Specifically, we
visualize the region around the watermarked samples in the
sample space and feature space for in-depth discussion.

6.7.1 Visualizing in the Sample Space
In this section, we use the same method as in Section 3.2 to
demonstrate the effectiveness of our approach. As shown in
the Figure 10, we find that our watermarked samples can
maintain a high WSR (over 80%) in the direction of uninten-
tional random noise. Although there is some performance
degradation in the direction of intentional adversarial per-
turbations, our method still exhibits strong robustness and

effectively prevents verification failure. For example, on the
CIFAR-10 dataset, even with perturbation magnitudes of 8
in both directions, the WSR remains above 70%. This result
significantly increases the difficulty for an adversary to in-
tentionally add perturbations to verification/watermarked
samples to completely remove the watermark.

6.7.2 Visualizing the Feature Space
To better understand our method’s effectiveness, we adopt
t-SNE [60] to visualize the feature distribution of water-
marked samples evolves with unintentional noise and in-
tentional adversarial perturbations.
Features along with the Unintentional Random Noises. We
visualized the impact of different random noise magnitudes
at the early stages. As shown in Figure 11, at the initial
stage of adding random noise, the representations of the
watermarked samples quickly become very similar to those
of the benign samples, leading to a significant reduction
in the watermarking success rate. However, our method
effectively maintains the watermarked samples within an
independent cluster, ensuring a clear separation from the
non-target clusters, as depicted in Figure 12.
Features along with the Intentional Adversarial Noises.
To further demonstrate how hidden representations evolve
along adversarial directions, we add adversarial perturba-
tions of varying magnitudes to the watermarked samples.
As shown in Figure 13, with minor perturbations, the repre-
sentations of the watermarked samples quickly blend with
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Fig. 13: t-SNE visualization of feature distribution in the
vanilla watermarked model with adversarial noises.
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Fig. 14: t-SNE visualization of feature distribution in the
our watermarked model with adversarial noises.

those of the benign samples. In contrast, our method suc-
cessfully maintains the watermarked samples in a distinct
cluster, which remains distinctly separate from non-target
clusters, as depicted in Figure 14.

6.8 The Analysis of Computational Complexity

In this section, we analyze the computational complexity
of our CertDW, especially its dataset watermarking and
ownership verification process, respectively.

The Complexity of Dataset Watermarking. Let N denotes
the number of all training samples, and γ is the poison-
ing rate. Our computational complexity is O(γ · N), since
CertDW only needs to watermark a small subset of selected
samples in this step. In general, the trigger size of these
watermarks must satisfy the ℓ2 norm constraint by adjusting
pixel-level perturbation size, which is highly efficient.

The Complexity of Dataset Verification. Let J , Wa, In
denote the number of benign models, watermarked models,
and independent models, respectively. Dataset owner trains
these models with computational complexities of O(J),
O(Wa), and O(In), respectively. This process supports par-
allel processing. Additionally, we use the trained multiple
benign models and watermarked models to calculate the
PP value and WR value, which is highly efficient. For
example, training benign models and watermarked mod-
els takes approximately 120 seconds and 180 seconds on
the CIFAR-10 dataset, respectively. Computing PP and WR
values requires only 3 seconds and 2 seconds, respectively.
As such, calculating PP values and WR values is almost
cost-free. Arguably, although training each benign model is
time-consuming, it is generally acceptable, not to mention
that we can use parallel computing to further accelerate it.

7 CONCLUSION

In this paper, we revisited existing dataset ownership ver-
ification (DOV) methods and revealed that their perfor-
mance degrades sharply under both unintentional random
noise and intentional adversarial perturbations. Based on
our analysis, we proposed a certified dataset watermark
(i.e., CertDW) to provide robustness guarantees for dataset
ownership verification. Inspired by conformal prediction,

we introduced two statistical measures, i.e., principal prob-
ability (PP) and watermark robustness (WR), based on
the target label distributions of benign and watermarked
samples. We proved that when sample-level perturbations
remain within a certain range, there exists a lower bound
between PP and WR values. We calculated the PP and
WR values by introducing random noise to multiple benign
and watermarked samples. As long as a suspicious model’s
WR is sufficiently larger than a proportion of multiple PP
values calculated by several benign models, we can con-
clude that the suspicious model is trained on the protected
dataset. Extensive experiments on benchmark datasets val-
idate CertDW’s effectiveness and its resilience to potential
adaptive attacks. We hope our paper can provide a new
perspective on reliable dataset ownership verification, to
facilitate more trustworthy dataset sharing and circulation.
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APPENDIX

Here we provide the proofs for the results stated in the main
part of the paper. We write β1(ϕ) = β1(ϕ;H0) and β2(ϕ) =
β2(ϕ;H1) for type-I and type-II error probabilities.

Preliminaries and Auxiliary Lemmas: Central to our theo-
retical results are likelihood ratio tests which are statistical
hypothesis tests for testing whether a sample x originates
from a distribution X0 or X1. These tests are defined as

ϕ(x) =


1 if Λ(x) > l,

q if Λ(x) = l, with Λ(x) =
fX1(x)

fX0(x)
,

0 if Λ(x) < l,

(17)

where q and l are chosen such that ϕ has significance α1,
i.e., β1(ϕ) = H0(Λ(X) > l) + q.H0(Λ(X) = l) = α1.

Lemma 1 ( [61]). Let X0 and X1 be two random variables with
densities f0 and f1 with respect to a measure µ and denote by
Λ the likelihood ratio Λ(x) = f1(x)/f0(x). For b ∈ [0, 1], let
lb := inf {l ≥ 0 : H(Λ(X0) ≤ l) ≥ b} . Then it holds that

H(Λ(X0) < lb) ≤ b ≤ H(Λ(X0) ≤ lb). (18)

Lemma 2 ( [61]). Let X0 and X1 be random variables taking
values in Z and with probability density functions f0 and f1 with
respect to a measure µ. Let ϕ∗ be a likelihood ratio test for testing
the null X0 against the alternative X1. Then for any deterministic
function ϕ : Z → [0, 1] the following implications hold:

β1(ϕ) ≤ β1(ϕ
∗) ⇒ β2(ϕ) ≥ β2(ϕ

∗). (19)

Theorem 1 (General Condition of Certified Dataset Water-
marking). Given W (fθ,PN ) and S(fθ,PN ) that are estimated
based on Eq. (9) and (10) in Definition 5 for a watermarked model,
respectively. Dataset ownership is guaranteed to be verified if the
optimal type-II errors, for testing the null PN + r ∼ H0 against
the alternative PN ∼ H1, satisfy the following condition:

β∗
2 (1−W (fθ,PN ), H1) > P

(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), (20)

where P
(j)
C (gw,PN ) denotes the j-th smallest element in

PJ(gw,PN ), α0, J and m are defined as in Proposition 1.

Proof. We first show the existence of a likelihood ratio
test ϕW (fθ,PN ) with significance level 1 − W (fθ,PN ). Let
Z ∼ PN + r and Z ′ ∼ PN and recall that the likeli-
hood ratio Λ between the densities of Z and Z ′ is given
by Λ(x) =

fZ′(x)

fZ(x)
. Furthermore, for any b ∈ [0, 1], let

lb := inf {l ≥ 0 : H(Λ(Z) ≤ l) ≥ b} and

qb =

{
0 if H(Λ(Z) = lb) = 0,
H(Λ(Z)≤lb)−b
H(Λ(Z=lb)

otherwise.
(21)

Note that by Lemma 1, we have H(Λ(Z) ≤ lb) ≥ b and

H(Λ(Z) ≤ lb) = H(Λ(Z) < lb) +H(Λ(Z = lb)
≤ b+H(Λ(Z = lb),

(22)

and hence qb ∈ [0, 1]. For b ∈ [0, 1], let ϕb be the likelihood
ratio test defined in (17) with q ≜ qb and l ≜ lb. Note that ϕb
has a type-I error probability β1(ϕb) = 1 − b. Thus, the test

ϕW (fθ,PN ), satisfies β1(ϕW (fθ,PN )) = 1−W (fθ,PN ). From
Eq. (9) in Definition 5, we can easily derive that

H(argmax f(xk + rk + ϵ) = yk) ≤ 1−W (fθ,PN )
= β1(ϕW (fθ ,PN )),

(23)

and by applying Lemma 2 to the function ϕ(x) =
I{argmax f(xk+ϵ)=ŷ}(x) and ϕ∗ = ϕW (fθ ,PN ), it follows that

H(argmax f(xk + ϵ) = ŷ) = β2(ϕ) ≥ β2(ϕW (fθ ,PN )). (24)

Based on Remark 4, we have

S(fθ,PN ) > P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), (25)

which holds. Thus, combining Eq. (24) and (25), we can con-
clude that the verification of dataset ownership is guaranteed if
inequality (20) holds.

Example 1 (Robustness Conditions under Gaussian Distri-
bution). Let the noise ϵ ∼ N (0, σ2I). Given W (fθ,PN ) that
is estimated based on Eq. (9) in Definition 5 for the watermark
model’s (transformation-based) WR. Let R denotes the maximum
perturbation magnitude of the dataset watermark, as defined in
Definition 4. Dataset ownership verification is guaranteed if and
only if W (fθ,PN ) satisfies the following condition:

W (fθ,PN ) > Φ(
R

σ
) + P

(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), (26)

where Φ is the cumulative distribution function (CDF) of the standard
Gaussian distribution.

Proof. We prove this statement by direct application of The-
orem 1. Let Z̃ ∼ N (x̂, σ2I) and Z̃ ′ ∼ N (x̂ − r, σ2I). By
Theorem 1, there exist likelihood ratio tests ϕW (fθ,PN ) for
testing Z̃ against Z̃ ′ such that, if

β2(ϕW (fθ,PN )) > P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), (27)

then it is guaranteed that a dataset watermark with a trigger
δ and a target class ŷ will be verified. We will now construct
the corresponding likelihood ratio tests and show that (27)
has the form (26). From these definitions, the likelihood ratio
between Z̃ and Z̃ ′ can be derived as follows:

Λ(z) = exp{
∑K

k=1(⟨zk − x̂k,−rk⟩Σ − 1
2 ⟨rk, rk⟩Σ)},

(28)
where Σ = σ2Id and ⟨ζ, ξ⟩Σ = ζkξk/σ

2. Thus, since single-
tons have probability 0 under the Gaussian distribution, any
likelihood ratio test for testing Z̃ against Z̃ ′ has the form

ϕt(z) =

{
1, Λ(z) ≥ l,
0, Λ(z) < l,

(29)

For b ∈ [0, 1] , let lb := exp(Φ−1(b)
√∑K

k=1 ⟨rk, rk⟩Σ −
1
2

∑K
k=1 ⟨rk, rk⟩Σ) and note that α(ϕlb) = 1− b since

α(ϕlb) = 1− Φ(
log(lb)+

1
2

∑K
k=1 ⟨rk, rk⟩Σ√∑K

k=1⟨rk,rk⟩Σ
), (30)

where Φ is the CDF of the standard normal distribution.
Thus, the test ϕW (fθ,PN ), satisfies β1(ϕW (fθ,PN )) = 1 −
W (fθ,PN ). Thus, computing the type-II error probability
of ϕW (fθ,PN ) yields

β2(ϕW (fθ ,PN )) = Φ(Φ−1(W (fθ,PN ))−

√√√√ K∑
k=1

⟨rk, rk⟩Σ). (31)
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Finally, we see that Eq. (27) is satisfied if only if

W (fθ,PN ) > Φ(
R

σ
) + P

(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ). (32)

Example 2 (Robustness Conditions under Uniform Distribu-
tion). Let the noise ϵ ∼ U([e, h]). Given W (fθ,PN ) that is es-
timated based on Eq. (9) in Definition 5 for the watermark model’s
(transformation-based) watermark robustness. Let R denotes the
maximum perturbation magnitude of the dataset watermark, as
defined in 4. Dataset ownership verification is guaranteed if and
only if W (fθ,PN ) satisfies the following condition:

W (fθ,PN ) > P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN )+1−

K∏
k=1

(1− R

h− e
)+,

(33)
where (x)+ = max{0,x}.

Proof. We proceed analogously to the proof of example 1
but with a uniform distribution on the feature vectors. Let
Ẑ ∼ U([e, h]) and Ẑ ′ ∼ U([e−r, h−r]) for some e < h and
construct the likelihood ratio tests in the uniform case, and
let V ′ := [e, h] and V :=

∏K
k=1[e− rk, h− rk] the support

of Ẑ and Ẑ ′. For any z ∈ V ∪V ′, the likelihood ratio between
Ẑ against Ẑ ′ can be derived as follows:

Λ(t) =
fẐ′ (z)

fẐ(z) =


0 z ∈ V ′ \ V,
1 z ∈ V ′ ∩ V,
∞ z ∈ V \ V ′,

(34)

and that any likelihood ratio test for testing Ẑ against
Ẑ ′ has the form (17). We now construct such likelihood
ratio tests ϕW (fθ,PN ) with β1(ϕW (fθ,PN )) = 1−W (fθ,PN )
by following the construction in the proof of Theorem 1.
Specifically, we compute qW (fθ,PN ), lW (fθ,PN ) such that
these type-I error probabilities are satisfied. Notice that

b0 := H(V ′\V ) = 1−H(V ′∩V ) = 1−
∏K

k=1(1−
|rk|
b− a

)+, (35)

where (x)+ = max{0,x}. For l ≥ 0, we have

H(Λ(Ẑ) ≤ l) =

{
H(V ′ \ V ) l < 1
H(V ′) otherwise

=

{
b0 l < 1,
1 otherwise.

(36)

Recall that lb := inf
{
l ≥ 0 : H(Λ(Ẑ) ≤ l) ≥ b

}
for b ∈ [0, 1]

and hence
lb =

{
0 b ≤ b0,
1 otherwise.

(37)

We notice that, if b ≤ b0, then lW (fθ ,PN ) = 0. This implies that
the type-II error probability of the corresponding test ϕW (fθ ,PN )

is 0 since in this case

β2(ϕW (fθ ,PN )) = 1−H(Λ(Ẑ′) > 0)

−qW (fθ ,PN )(H(Λ(Ẑ′) = 0))

= 1−H(Ẑ′ ∈ V )

−qW (fθ ,PN )(H(Ẑ′ ∈ V ′ \ V ))
= 0.

(38)

Thus, we obtain that the corresponding test ϕW (fθ ,PN )

satisfies β1(ϕW (fθ ,PN )) = 0. In this case, β2(ϕW (fθ ,PN )) >

P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ) can never be satisfied, and we

find that b ≥ b0 is necessary condition. In this case, we have
that lW (fθ ,PN ) = 1. Let qW (fθ ,PN ) be defined as in the proof of
Theorem 1, i.e.,

qW (fθ ,PN ) :=
H(Λ(Ẑ)≤1)−(W (fθ ,PN ))

H(Λ(Ẑ)=1
= 1−(W (fθ ,PN ))

1−b0
. (39)

Clearly, the corresponding likelihood ratio test ϕW (fθ ,PN )

have significance 1−W (fθ,PN ). Furthermore, notice that

H(Ẑ ∈ V ′ \ V ) = H(Ẑ′ ∈ V \ V ′) = b0,

H(Ẑ ∈ V ′ ∩ V ) = H(Ẑ′ ∈ V ′ ∩ V ) = 1− b0,
(40)

and hence β2(ϕW (fθ ,PN )) is given by

β2(ϕW (fθ ,PN )) = 1−H(Λ(Ẑ′) > 1)

−qW (fθ ,PN )(H(Λ(Ẑ′) = 1))
= 1− b0 − qW (fθ ,PN ) · (1− b0)
= 1− b0 − (1−W (fθ,PN ))
= W (fθ,PN )− b0.

(41)

Finally, the statement follows, since β2(ϕW (fθ ,PN )) >

P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ), if and only if W (fθ,PN ) >

P
(J−m−⌊α0(J−m+1)⌋)
C (gw,PN ) + 1−

∏K
k=1(1−

R
h−e

)+.
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