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Abstract

The rapid integration of Artificial Intelligence (AI)
into medical diagnostics has raised pressing concerns
about patient privacy, especially when sensitive imag-
ing data must be transferred, stored, or processed. In
this paper, we propose a novel framework for privacy-
preserving diagnostic inference on encrypted medical
images using a modified convolutional neural network
(Masked-CNN) capable of operating on transformed
or ciphered image formats. Our approach leverages
AES-CBC encryption coupled with JPEG2000 com-
pression to protect medical images while maintaining
their suitability for AI inference. We evaluate the
system using public DICOM datasets (NIH ChestX-
ray1l4 and LIDC-IDRI), focusing on diagnostic accu-
racy, inference latency, storage efficiency, and privacy
leakage resistance. Experimental results show that
the encrypted inference model achieves performance
comparable to its unencrypted counterpart, with only
marginal trade-offs in accuracy and latency. The pro-
posed framework bridges the gap between data pri-
vacy and clinical utility, offering a practical, scalable
solution for secure Al-driven diagnostics.
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1 Introduction

Medical imaging has become indispensable in mod-
ern clinical diagnostics, with Al-powered solutions
increasingly assisting radiologists in detecting and
classifying pathologies. Convolutional Neural Net-
works (CNNs), in particular, have shown exceptional
performance in analyzing high-dimensional medical
data, such as chest X-rays and computed tomogra-
phy (CT) scans. However, the deployment of such
AT systems introduces serious privacy concerns, es-
pecially when patient data is transmitted to external
servers or cloud platforms for processing [1,2].

Healthcare regulations such as HIPAA and GDPR
mandate strict control over personally identifiable in-
formation (PII), including medical images [3]. En-
crypting these images before external processing is a
common safeguard, yet it traditionally prevents Al
systems from analyzing the data without first de-
crypting it — thereby reintroducing privacy risks [4].

To address this challenge, we propose a privacy-
preserving framework that enables diagnostic infer-
ence on encrypted medical images without the need
for full decryption. Our method combines crypto-
graphic encryption (AES-CBC) with image trans-
formation and a tailored deep learning architecture
(Masked-CNN), enabling diagnostic models to pro-
cess privacy-protected image data directly or in a for-
mat minimally exposed to leakage.

Unlike traditional approaches that rely on com-
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plex homomorphic encryption or secure multi-party
computation—which are computationally expensive
and impractical for real-time diagnosis—our system
achieves a pragmatic balance between privacy, per-
formance, and deployment feasibility. Specifically, we
focus on:

e Secure image preprocessing via compression and
symmetric encryption.

e A custom CNN architecture trained on image
representations derived from encrypted sources.

e Evaluation on open-source medical imaging
datasets with respect to accuracy, inference la-
tency, and privacy robustness.

Through extensive experiments, we demonstrate
that our model performs competitively with conven-
tional CNNs on unencrypted data, incurring minimal
performance overhead. These findings affirm the vi-
ability of privacy-respecting Al systems in sensitive
domains such as telemedicine and distributed diag-
nostics.

The remainder of this paper is organized as fol-
lows: Section 2 reviews related work. Section 3 de-
tails our proposed system design. Section 4 outlines
the implementation and experimental setup. Section
5 presents results and discussion. Section 6 concludes
the paper and outlines future work.

2 Literature Review

The integration of artificial intelligence (AI) with cy-
bersecurity and medical imaging has led to transfor-
mative advances in healthcare technology. This inter-
section is particularly relevant for developing privacy-
preserving diagnostic systems, where the secure pro-
cessing of sensitive medical images is paramount.

AT has significantly enhanced cybersecurity capa-
bilities, especially in threat detection, behavioral an-
alytics, and phishing mitigation. Machine learning
(ML), deep learning (DL), and natural language pro-
cessing (NLP) have been widely applied across these
domains [5]. Al Siam et al. demonstrated how ML

models improve anomaly detection by learning pat-
terns from historical network activity, while DL mod-
els outperform traditional systems in identifying com-
plex threats such as polymorphic malware. NLP-
based models contribute by parsing emails, URLs,
and social engineering content to detect malicious in-
tent [2] [6].

A comparative analysis by Al Siam et al. evaluated
these Al approaches across cybersecurity tasks. DL
models were noted for their superior performance in
handling high-dimensional data environments like in-
trusion detection systems (IDS), whereas ML models
provided greater interpretability and faster inference
times. NLP models, particularly those trained on
phishing datasets, were essential for identifying sub-
tle linguistic cues associated with social engineering
attacks [7] [8].

MA Uddin et al. introduced an explainable phish-
ing detection framework based on DistilBERT and
LIME, ensuring transparency in decision-making [9].
Similarly, Z Alshingiti et al. proposed a CNN-based
phishing website detector that achieved a 98.2% de-
tection rate, surpassing traditional ML techniques
[10]. I Hasanov et al. explored the use of large lan-
guage models (LLMs) in cybersecurity, showing that
human-AlI collaboration could significantly enhance
decision accuracy in phishing and IDS scenarios [11].

Parallel to cybersecurity innovations, significant
work has been conducted to enhance the security and
efficiency of medical imaging systems. With the en-
forcement of regulations such [12].

Al Siam et al. [1] proposed a secure image pre-
processing framework involving JPEG2000 conver-
sion and AES encryption in Cipher Block Chaining
(CBC) mode, with SHA-256 for key derivation. This
approach improved storage efficiency by 79.9% while
preserving diagnostic fidelity, making it suitable for
scalable healthcare infrastructures.

Other notable research includes a hybrid encryp-
tion approach that combined autoencoders with AES
encryption to improve both data compression and
transmission security [13]. Another method applied
selective encryption to DICOM images, targeting
only diagnostically significant regions to balance pri-
vacy with computational efficiency [14].

Expanding this concept, the Diegif framework [4]



introduced an encrypted image format derived from
DICOM, converting files to a secure Encrypted GIF
(EGIF) format. This method achieved a 66.32% re-
duction in image file size and retained compatibility
with AI models, facilitating secure machine learning
on encrypted data. The Diegif pipeline also incorpo-
rated controlled decryption and secure storage mech-
anisms for cloud-based use cases.

Although considerable progress has been made
in both Al-based cybersecurity and secure medical
imaging independently, the literature lacks an inte-
grated framework that enables direct Al inference on
encrypted medical images. Existing methods often
rely on full decryption prior to processing, which rein-
troduces privacy vulnerabilities.

This paper addresses this critical gap by propos-
ing a novel, end-to-end architecture that combines
symmetric encryption (AES-CBC), image transfor-
mation (JPEG2000), and a modified CNN model
(Masked-CNN) trained on encrypted image represen-
tations. Unlike homomorphic encryption or secure
multi-party computation (SMPC) methods, our ap-
proach offers a practical, computationally feasible so-
lution suitable for real-time diagnostics while main-
taining strong data confidentiality.

3 Methodology

This section details the architectural design, im-
plementation strategies, and experimental protocols
used to develop and evaluate our privacy-preserving
diagnostic system, which enables inference on en-
crypted medical images. Our approach integrates
cryptographic security with Al-based medical image
analysis, balancing diagnostic utility and data confi-
dentiality.

3.1 System Overview

The proposed system enables Al-based diagnosis di-
rectly on encrypted or privacy-preserving representa-
tions of medical images. The overall architecture is
illustrated in Figure 1. It consists of five key compo-
nents:

1. Image Acquisition and Preprocessing:
Medical images are sourced from public DICOM-
compliant datasets such as NIH ChestX-rayl4
and LIDC-IDRI. Each image undergoes prepro-
cessing, including grayscale normalization and
resizing. The processed images are converted
into formats (e.g., JPEG2000) that maintain
structural integrity while minimizing size.

2. Encryption via AES-CBC: The standardized
images are encrypted using the Advanced En-
cryption Standard (AES) in Cipher Block Chain-
ing (CBC) mode. This ensures pixel-level con-
fidentiality. A unique initialization vector (IV)
is used per image, and symmetric key manage-
ment is assumed to be handled via a secure chan-
nel. Encryption is implemented using the Py-
Cryptodome library.

3. Secure Storage and Access Management:
Encrypted images are uploaded to a simulated
cloud storage system. Access control is emulated
using a rule-based smart contract abstraction,
ensuring that only authorized users can retrieve
and process the images.

4. Privacy-Preserving Inference: A novel deep
learning architecture, Masked-CNN, is designed
to operate on encrypted or partially masked im-
ages. It learns robust features that remain pre-
dictive despite the absence of precise pixel-level
information. This model approximates inference
in encrypted domains by adapting to structural
cues in ciphertext representations.

5. Decryption and Verification: To validate the
diagnostic accuracy of the encrypted-domain in-
ference, images are decrypted for a compara-
tive analysis. Predictions on encrypted and de-
crypted images are compared to quantify fidelity
loss due to privacy-preserving transformations.

3.2 Implementation Details

The implementation leverages open-source tools and
libraries to ensure reproducibility and adaptability.
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Figure 1: System Architecture: Secure Diagnostic In-
ference on Encrypted Medical Images

e Programming Frameworks: Python serves
as the primary development language. Tensor-
Flow and PyTorch are used for developing and
training the deep learning models.

e Image Handling: PIL and OpenJPEG are em-
ployed to convert DICOM images into suitable
formats for encryption and storage.

e Encryption Library: AES-CBC encryption is
implemented using PyCryptodome, offering se-
cure and flexible cryptographic operations at the
image level.

3.3 Experimental Setup

Datasets: We evaluate our system on two widely
recognized datasets:

e NIH ChestX-raylj: A large dataset of frontal-
view chest X-ray images labeled with 14 thoracic
disease categories.

e LIDC-IDRI: A high-resolution CT scan dataset
annotated for lung nodules and malignancy
probability.

3.4 Evaluation Metrics

To assess the performance of the system in both en-
crypted and unencrypted scenarios, we employ the
following evaluation metrics:

e Diagnostic Accuracy: Evaluated using stan-
dard metrics such as Area Under the ROC Curve
(AUC), Fl-score, precision, and recall.

e Inference Latency: Measured to assess the
computational overhead introduced by encryp-
tion, particularly during inference on masked or
transformed images.

e Storage Efficiency: Quantified by comparing
the file sizes of original DICOM images, con-
verted formats, and encrypted outputs.

e Privacy Leakage Risk: Analyzed using struc-
tural similarity (SSIM), perceptual hash func-
tions, and adversarial visualization techniques to
determine whether any clinically relevant infor-
mation can be reconstructed or inferred from en-
crypted images.

3.5 Ethical and Security Considera-
tions

Although our experiments use publicly available
anonymized datasets, the methodology is designed
with patient confidentiality and real-world deploy-
ment constraints in mind. The use of AES-CBC en-
sures strong symmetric encryption, while the model’s
operation on encrypted or masked data minimizes the



need for explicit decryption, thus reducing exposure
risk.

This integrated methodology demonstrates the fea-
sibility of conducting diagnostic inference while pre-
serving privacy, setting the stage for secure Al de-
ployment in clinical imaging workflows.

4 Results and Discussion

This section presents the empirical evaluation of
our proposed system, focusing on diagnostic per-
formance, latency, storage efficiency, and privacy
preservation. The results demonstrate the feasibility
of conducting medical image analysis in a privacy-
preserving manner without significant compromise to
diagnostic accuracy.

4.1 Diagnostic Performance

The Masked-CNN model was evaluated on both un-
encrypted and encrypted (AES-CBC) images across
the NIH ChestX-rayl4 and LIDC-IDRI datasets. Ta-
ble 1 summarizes the key metrics.

While the encrypted image model shows a modest
reduction in performance (2-3% drop in AUC and
Fl-score), the results remain clinically viable, demon-
strating the model’s robustness to privacy-preserving
transformations.

4.2 Storage Efficiency

Encrypted and compressed formats were analyzed
for storage overhead. On average, AES-encrypted
JPEG2000 images consumed 18-25% more storage
than their original counterparts due to cryptographic
padding and format conversion. However, storage re-
mained manageable under typical clinical infrastruc-
ture constraints.

4.3 Privacy Leakage Assessment

To evaluate information leakage, encrypted images
were subjected to perceptual hashing (pHash) and
structural similarity index (SSIM) analyses. Both
metrics confirmed the absence of identifiable pat-
terns:

e SSIM between plaintext and ciphertext:
< 0.01

e pHash distance: Maximum (no structural re-
semblance)

Additionally, adversarial visualization techniques
failed to reconstruct any medically relevant features
from ciphertext, affirming the robustness of AES-
CBC in clinical imaging contexts.

4.4 Discussion

The results demonstrate that encrypted medical im-
age analysis is technically feasible and clinically
meaningful. The performance degradation observed
in encrypted scenarios is minimal and acceptable
within diagnostic thresholds. The latency introduced
by encrypted inference is relatively small, especially
considering the privacy benefits gained.

Notably, this framework bridges the gap be-
tween data confidentiality and medical AI util-
ity—offering an implementable pathway for hospitals
and telemedicine providers where patient privacy is
paramount. However, certain limitations remain:

e The current system uses simulated encryption
workflows.  In real deployments, key man-
agement and secure multi-party computations

(MPC) would be needed.

e The Masked-CNN model approximates privacy-
preserving inference but does not perform com-
putation on true ciphertext. Future work
should explore homomorphic encryption or se-
cure enclave-based computation.

Overall, our approach provides a promising founda-
tion for further research in privacy-respecting medical
Al systems.

5 Conclusion
This research presents a novel Al-augmented frame-

work for secure medical image processing that seam-
lessly integrates encrypted data handling with deep



Table 1: Diagnostic Performance on Encrypted vs. Unencrypted Images

Dataset Input Type AUC Fl-score Accuracy
Unencrypted 0.921 0.873 0.889
NIH ChestXorayld = p o bted (Masked-CNN)  0.894  0.841 0.861
Unencrypted 0.936 0.880 0.904
LIDC-IDRI Encrypted (Masked-CNN)  0.911 0.852 0.879
Table 2: Storage Footprint (Average per Image)
Dataset Original (DICOM) JPEG2000 Encrypted (AES-CBC)
NIH ChestX-rayl4 7.8 MB 1.2 MB 1.5 MB
LIDC-IDRI 15.6 MB 3.4 MB 4.2 MB
learning diagnostics. By combining JPEG2000- References
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