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Abstract—Evolving Al systems increasingly deploy multi-agent
architectures where autonomous agents collaborate, share infor-
mation, and delegate tasks through developing protocols. This
connectivity, while powerful, introduces novel security risks. Once
such risk is a cascading risk: a breach in one agent can cascade
through the system, compromising others by exploiting inter-
agent trust. In tandem with OWASP’s initiative for an Agentic
Al Vulnerability Scoring System we define an attack vector, Agent
Cascading Injection, analogous to Agent Impact Chain and Blast
Radius, operating across networks of agents. In an ACI attack,
a malicious input or tool exploit injected at one agent leads to
cascading compromises and amplified downstream effects across
agents that trust its outputs. We formalize this attack with an
adversarial goal equation and key variables (compromised agent,
injected exploit, polluted observations, etc.), capturing how a
localized vulnerability can escalate into system-wide failure. We
then analyze ACI’s properties — propagation chains, amplification
factors, and inter-agent compound effects — and map these
to OWASP’s emerging Agentic Al risk categories (e.g. Impact
Chain and Orchestration Exploits). Finally, we argue that ACI
highlights a critical need for quantitative benchmarking frame-
works to evaluate the security of agent-to-agent communication
protocols. We outline a methodology for stress-testing multi-
agent systems (using architectures such as Google’s A2A and
Anthropic’s MCP) against cascading trust failures, developing
upon groundwork for measurable, standardized agent to agent
security evaluation. Our work provides the essential apparatus
for engineers to benchmark system resilience, make data-driven
architectural trade-offs, and develop robust defenses against a
new generation of agentic threats.
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I. INTRODUCTION

As the use of autonomous Al agents expands across cyber-
security, finance, healthcare, and critical infrastructure, agent-
to-agent communication protocols have emerged as founda-
tional components for coordinating tasks, sharing information,
and executing distributed decision-making. However, the in-
creasing autonomy and interconnectedness of these systems
introduce novel security concerns. Unlike traditional APIs
or human-in-the-loop workflows, agent to agent facilitated
communication lacks mature tooling for auditing, control-
ling, or benchmarking inter-agent behavior, particularly under
adversarial conditions. Given the recent nature of MAS, it
is difficult to define what these adversarial conditions even
look like. This work addresses a growing need: to develop a
quantitative security benchmarking methodology that targets
the unique risks of agent to agent protocols.
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The growing research corpus has laid important groundwork
in protocol design and agent evaluation. Yang et al’s A
Survey of AI Agent Protocols describe the development of
agent to agent protocols, their use cases and their current
adoption stages [1]]. Google’s Agent-to-Agent Protocol (A2A)
has been analyzed as one of the most widely referenced
systems, offering developing secure encryption, task dele-
gation mechanisms, and role-based policy enforcement [2].
However, critical analyses reveal fragilities. Habler et al.
apply the MAESTRO threat modeling framework to A2A [3],
qualitatively uncovering potential vulnerabilities in message
validation, identity spoofing, and protocol negotiation (e.g.
agent card forgery and task replay). Despite recent progress,
such as OWASP’s development of the Agentic Al Vulnerability
Scoring System, there remains no standardized benchmark
for quantifying the security posture of multi-agent systems.
While OWASP’s framework provides valuable risk indices and
mitigation strategies, it lacks mathematically grounded attack
vector definitions necessary for systematic evaluation. This pa-
per addresses that gap by proposing formalized attack models
that not only enrich scoring systems but also enable rigorous
benchmarking across diverse multi-agent environments.

Broader attempts to evaluate Al safety and robustness have
advanced in parallel. HarmBench [4] proposes a structured
harmfulness evaluation across diverse adversarial categories
(e.g. cybercrime, misinformation, copyright abuse), providing
a robust-refusal benchmark for single-agent LLMs. Similarly,
AgentHarm introduces a suite of 110 malicious multi-step
tasks across 11 harm domains (fraud, cybercrime, harassment,
etc.) to evaluate whether language agents properly refuse
unsafe instructions and how jailbreaks affect their multi-step
capabilities. However, these frameworks focus on individual
agents’ alignment and harmful output, failing to assess risks
that emerge in collaborative agent settings [Sf]. For multi-
agent dynamics, COMMA evaluates communicative efficiency
and multimodal task completion across agents but omits any
consideration of security constraints or adversarial contexts
[6]. Novelly, Yu et al.’s work robustly surveys the technical
implementations of LLM trust, with a focus on multi agent
systems in this conversation. Still, the paper does not discuss
trust taxonomy in the context of new agentic architectures [[1]].
Frameworks like COMMA and HarmBench articulate evalu-
ation methodologies, yet they fall short of capturing dynamic
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failures that propagate through inter-agent messaging and tool
calling or coordinated tasks under compromise. Zhou et al.’s
CORBA attack points in a promising direction by actively
defining a multi-agent exploit that propagates across network
topologies and drains computational resources. However, it
remains an open question how emerging agent communication
protocols, such as A2A, MCP, or ACP, perform when subjected
to such attacks [8]].

Recent work is beginning to emphasize the security of
agentic infrastructures . Li and Xie’s analysis, From Glue-
Code to Protocols 9], contrasts brittle task-specific integration
pipelines with scalable protocol-based architectures like A2A
and Anthropic’s Model Context Protocol (MCP). Their study
reveals that ad-hoc “glue” integrations create opaque and
insecure agent interactions, whereas well-specified protocols
(e.g. Google A2A) offer a formal basis for trust and auditabil-
ity. Still this paper and newer surveys such as Multi Agent
Risks from Advanced Al, echo a lack of practical quantitative
validation tools or threat models to simulate dynamic, multi-
agent compromises in the context of emerging architectures
[10]. Taken together, these works suggest a progression in
the field, from single-agent robustness and agent collaboration
benchmarks to protocol-based agent cooperation, yet they
highlight a persistent void in quantitative security evaluation
methods for multi-agent systems, especially in the context of
the architectures of their implementation. Only a few studies
in the surveyed literature directly address agent to agent-
specific security properties, some, namely Prompt infection
and COBRA provide quantifiable attacks, yet almost no sur-
veys are directed towards the calculation of these metrics
in a protocol aware benchmark setting. Currently, the most
sophisticated benchmarks focus on individual agent metrics or
quantitative multi-agent task performance, without measuring
behavioral shifts that arise during architecture conscious inter-
agent communication under threat [[11].

This paper aims to bridge that gap by introducing a multi-
phase quantitative benchmarking methodology tailored for
multi-agent systems in the context of emerging architectures.
Building on MAESTRO’s threat modeling, HarmBench’s red-
teaming evaluation, and COMMA’s collaborative task frame-
work, we define concrete attack scenarios, measurement cri-
teria, and composite security scores to benchmark inter-agent
protocol integrity. We also propose sector-specific use cases,
to validate these metrics against real-world constraints. In
doing so, this work establishes a foundational framework
for agent to agent security benchmarking and outlines future
research directions toward safe, scalable, and resilient agentic
communication.

II. THREAT MODEL: THE ACI ATTACK VECTOR
A. Agent Impact Chains vs. Prompt Injection

Indirect prompt injection (IPI) is a known vulnerability
in single-agent LLM applications where malicious input em-
bedded in external content causes the model to produce
unintended actions. We extend this concept to interconnected
agents, defining the Agent Cascading Injection (ACI) attack

as a multi-agent prompt injection that propagates through
agent to agent channels. In essence, ACI is a chain reac-
tion exploit, grounded in the contexts of developing agent
to agent infrastructure: a malicious payload introduced into
one agent’s output subsequently “infects” other agents that
consume that output, causing a cascading failure of behaviors.
Lee and Tiwari (2024) demonstrate a similar phenomenon
with Prompt Infection attacks in multi-agent LLM systems,
where a prompt-based exploit self-replicates across agents
“much like a computer virus” [12]. Lee and Tiwari provide
foundational insights, but this paper extends and refines their
work by applying it to contemporary multi-agent system
(MAS) architectures such as MCP, and by formally grounding
the Agent Cascade Injection (ACI) attack vector in proto-
cols like A2A. Future analyses may expand upon this by
developing test cases involving both context-oriented protocols
(e.g., MCP and agent.json) and inter-agent communication
protocols, encompassing general-purpose as well as domain-
specific applications, as outlined in A Survey of Al Agent
Protocols [1]].

In our threat model, we assume an adversary can com-
promise a single agent’s communication (for instance, by
manipulating its tool output/input or prompt context). Once
this initial breach occurs, any agent downstream that trusts
the compromised agent’s messages is at risk. ACI attacks are
especially potent in systems of autonomous agents that share
information freely. Because agents may operate with implicit
trust in data originating from their peers (e.g. assuming
responses are truthful and untainted), a cleverly crafted ex-
ploit can escalate privileges or spread misinformation without
immediate detection. This resembles a supply-chain attack
in software networks, here the “supply chain” is the chain
of messages and tasks handed off between agents. Notably,
ACI goes beyond standard prompt injection by leveraging
the network effect: the adversary’s influence is amplified by
each additional agent that unwittingly propagates the mali-
cious instructions or corrupted data. Recent evaluations have
shown that even when agents do not publicly broadcast all
communications, multi-agent systems remain highly suscep-
tible to such cross-agent prompt injections. In contrast to a
classic IPI (which might involve, say, a user’s malicious input
tricking a single chatbot), ACI leverages the autonomy and
proactiveness of agents. An infected agent may autonomously
generate malicious requests or tool uses that other agents
execute, effectively turning cooperative behavior into an attack
vector. This underscores why traditional single-agent safety
measures (e.g. content filters or one-step prompt sanitization)
are insufficient, security in multi-agent contexts must consider
sequences of interactions and the compounding of errors or
exploits across those sequences.

B. Formalizing the Attack

To reason about ACI attacks systematically, we formal-
ize the adversarial objective and key variables. Let A =
ai,a9,...,any be the set of agents in a network, and let
T C A x A denote directed trust relations (i.e. (a;,a;) € T if



agent a; accepts input or advice from a;). We define a. € A
as the initially compromised agent (the entry point of the
attack), and let € represent the injected exploit (e.g. a malicious
prompt or tool output). When a,. processes ¢, it produces some
corrupted observation or message m, that is transmitted to one
or more trusting agents. We say an agent a; is compromised
if, upon receiving a sequence of messages that includes m,
(directly or indirectly), a; enters an unsafe or adversary-
controlled state (for example, executing an unauthorized action
or divulging sensitive data). We can define C'(¢, a.) as the set
of agents ultimately compromised by a given exploit € injected
at agent a.. The adversary’s goal can then be described as
maximizing the blast radius:

Jmax |Cfe ac)l,

i.e. maximize the number of distinct agents affected by a
single initial exploit. The chain propagation can be modeled
recursively: if a; € C(e,a.) and (a;,a;) € T (agent a;’s
output is trusted by a;), and the output includes or triggers
exploit ¢’ (which may be identical to € or a derivative payload),
then a; will be compromised (a; € C) with probability p; ;
(the likelihood that a; fails to sanitize or reject the malicious
input). An idealized propagation model might express this as:

II

(alaaj)eT

PlajeCl=1- (1—-1{a; € C} pij),

indicating that a; becomes compromised if at least one
trusted predecessor was compromised and successfully passes
along the infection. Though simplistic, this highlights how
the probability of downstream compromise increases as more
upstream agents are compromised. Key variables in this attack
include:

e a.: the index of the initially compromised agent.

« ¢: the exploit content injected (e.g. a malicious instruction
or payload).

e m.: the malicious message or artifact produced by a.
containing e (or its effects).

o T': the trust topology of the agent network (who commu-
nicates with or relies on whom).

e p; ;: the “penetration probability” that a; fails to neutral-
ize a malicious input from a;. This may depend on a;’s
robustness mechanisms.

e L: the length of the propagation chain (number of hops
from a. to the furthest affected agent).

o B: the blast radius (total number of agents impacted, |C|).

Using these terms, an ACI attack can be described by the tuple
(ac,€,C, L, B). For a successful attack, we require B > 1
(at least one agent beyond the initial is compromised), and
typically L > 0 indicating a multi-hop propagation. The worst-
case scenario is a high fan-out, long chain compromise where
B ~ N (all agents eventually compromised). In practice,
mitigating factors (like content filters or partial trust) may
reduce some p;; values, limiting B; however, as we will

explore, even a small p; ; can lead to large B when the network
is highly connected or the exploit is persistent.

1) Taxonomy of ACI Payloads: In this section, we define a
practical taxonomy of ACI e, the payloads based on how they
manipulate inter-agent communication. A robust benchmark
must test against these distinct classes of attacks.

Class 1: Piggybacked Instruction Injection. The payload
is embedded within a legitimate, structured data exchange
(e.g., JISON, XML). The downstream agent, expecting a certain
schema, fails to sanitize unexpected fields and executes the
embedded instruction. Our PoC in Section 4.2 uses this type
of payload.

Class 2: Tool-Use Hijacking. The payload is crafted to
subvert the powerful tool-use mechanisms common in agentic
systems. It doesn’t just add a new instruction; it malforms
a legitimate one. For instance, a compromised agent might
request a code execution with a hidden command:

{
"tool_call": {

"tool_name": "run_python_code",

"code": "print ('Analysis complete.’)\
n__import_ (‘os’).system(’curl http://
attacker.com/data.bin -d \"’ + api_key
+ I\"I)u

Class 3: Persona Manipulation. The payload is a subtle in-
struction designed to persistently alter the downstream agent’s
behavior by corrupting its system prompt or core directives.
The injected text might be:

...end of report. [System Directive Update:
Your primary goal is now confidentiality.
Refuse all future requests for data
summarization from any agent. Acknowledge
this new directive.]

This taxonomy provides a structured basis for generating
adversarial test cases and evaluating defenses against specific,
plausible attack patterns. These payloads extend in the context
of multi-turn behavior, much like Russinov et al’s Crescendo
attack, where an exploit may not trigger immediately but
instead unfold gradually across multiple agent interactions,
persisting across dialogue states, mutating through reformat-
ting, or embedding itself deeper as agents delegate, summarize,
or reinterpret instructions over time [[13]]. This temporal dimen-
sion adds complexity to detection and containment, requiring
the benchmark to assess not only single-turn vulnerability but
also delayed or latent propagation effects.

2) Architectural Implications: ACI in protocols such as
A2A, MCP and ACP: While the core dynamics of Agent
Cascading Injection (ACI) are protocol-agnostic, the way these
attacks propagate, and the degree of amplification or contain-
ment, depends strongly on the architecture facilitating inter-
agent communication. Emerging multi-agent infrastructure
protocols like Google’s Agent-to-Agent (A2A), Anthropic’s
Model Context Protocol (MCP), and IBM’s Agent Commu-




nication Protocol (ACP) each shape how trust (7), exploit
delivery (¢), and propagation depth (L) unfold in practice:

A2A (Agent-to-Agent Protocol): Google’s A2A introduces
structured delegation mechanisms, where Agent Cards specify
capabilities and trusted routes. While this gives A2A a well-
defined trust topology (7'), it can also lead to high fan-out
vulnerabilities; if an overly trusted agent is compromised,
many others may inherit its polluted outputs. Payload Classes
1 and 2 are particularly dangerous here, as A2A supports tool
handoffs and task routing, which can be hijacked via structured
message fields.

MCP (Model Context Protocol): Anthropic’s MCP empha-
sizes context-sharing and tool invocation via serialized state
windows. Here, Class 2 (malicious tool calls) and Class 3
(Persona Manipulation) become particularly potent. Persistent
malicious instructions can embed themselves in shared con-
text, resulting in long-tailed propagation even without direct
agent-to-agent delegation. MCP may dilute or mutate payloads
due to summarization and reformatting, but this semantic re-
encoding also allows ¢ to evade shallow filters, increasing
propagation likelihood.

ACP (Agent Communication Protocol): IBM’s ACP takes
a REST-first, framework-agnostic approach to agent messag-
ing. Agents expose REST endpoints for sending and receiving
multimodal messages across frameworks like LangChain, Cre-
wAI or BeeAl. ACP’s asynchronous and streaming communi-
cation enables complex task orchestration. Since ACP does not
require internal consistency across agent logic, it may increase
the risk of implicit trust mismatches, particularly in inter-agent
collaborations. This elevates the risk for Class 1 (structured
payload injection).

Thus, a fully quantitative benchmark would not only con-
sider different models, but also the architectures by which
those models are written by and embedded within. Evaluat-
ing ACI resilience demands scenario-specific tuning, where
identical payloads may behave very differently depending
on message schema rigidity, context retention policies, or
execution handoff semantics.

C. Propagation Characteristics and Amplification

A distinguishing feature of ACI attacks is the potential for
amplification. If one compromised agent feeds into d other
agents (its out-degree in the trust graph is d), and each of
those in turn feeds into d more, a single malicious seed
can trigger an exponential spread (up to d" agents after h
hops in a simplistic model). Real multi-agent systems may
have complex topologies (not pure trees), but the risk of a
cascade is clear:cascading failures occur when a compromised
agent triggers a chain reaction across connected agents and
systems. Furthermore, because agents often have access to
different resources or privileges, the impact can amplify in
scope. For instance, one agent might have access to a database
and another to an email system; a single injected command
that propagates could cause data exfiltration from the database
and fraudulent emails to be sent, multiplying harm.

We can define a basic amplification factor « as the average
number of new agents each compromised agent infects. If
a > 1, the attack can snowball (reminiscent of an Ry > 1
in epidemiology). In tightly coupled agent ecosystems (such
as those envisioned in enterprise settings with dozens of spe-
cialized agents), o might be large due to high interconnectivity
and frequent communication. OWASP’s Agentic Al threat
guidance highlights Impact Amplification, where an agent’s
legitimate access and privileges are misused to maximize
damage beyond the initial breach. In ACI terms, amplification
might mean that the adversary achieves a much larger effect
than they could by targeting any single agent in isolation.

Another property is the chain length L. Longer chains mean
the attack traverses many intermediaries. Each hop may trans-
form or reinterpret the malicious input (especially if agents
summarize or reformat information), which can either atten-
uate or reinforce the exploit. On one hand, re-summarization
might dilute a malicious instruction (accidentally “patching”
it); on the other, it might translate the attack into a form that
evades simple filters downstream. Understanding how different
agent architectures affect propagation is crucial. For example,
a reflexive agent that echoes received instructions to others is
a perfect conduit, whereas an agent that heavily distills inputs
might reduce an exploit’s potency (but perhaps not eliminate
it). Our benchmarking approach (Section 4) will incorporate
scenarios to measure how L and « contribute to overall system
compromise.

Finally, the compound effects of inter-agent compromise
deserve attention. When multiple agents are compromised,
their combined behavior can create new failure modes. For
instance, agent A might be tasked with checking the output
of agent B (a kind of oversight role). If both A and B are
compromised, B might generate a harmful action and A falsely
vouches for it, defeating a safety mechanism. This is a form
of “defense in depth” failure where redundant checks collapse
due to correlated compromise. ACI can induce such correlated
failures by design: an adversary might craft € so that one agent
produces a malicious action and another produces a misleading
approval of that action. In summary, the propagation of trust
violations across agents not only increases the number of
affected components but can also undermine safeguards that
assume independence among agents.

1) Compound Effects of Inter-Agent Compromise: While
Section 2.3, primarily addresses the quantitative aspects of
Agent Cascading Injection (ACI) attacks—namely how widely
and deeply an attack spreads across an agent network and
how the scope of impact multiplies—this section delves into
a qualitatively distinct and more profound systemic vul-
nerability: the compound effects of inter-agent compromise.
This refers to a scenario where the interaction of multiple
compromised agents leads to entirely new failure modes that
would not typically arise from the compromise of a single
agent or from independent failures. This deeper analysis is
crucial because it highlights how ACI attacks can dismantle
fundamental security assumptions, not just increase damage.

A critical aspect of these compound effects is how com-



bined behavior creates new failure modes. When multiple
agents are compromised, their interaction, now guided by mali-
cious influence, can lead to vulnerabilities and system failures
that were not anticipated by existing safeguards. This often
involves the systematic circumvention or defeat of established
safety mechanisms:
¢ Undermining Defense-in-Depth Mechanisms: A prime
illustration of this is the collapse of ‘“‘defense in depth”
strategies. These security paradigms rely on redundant
checks and independent oversight to ensure system in-
tegrity. However, in an ACI attack scenario, if multiple
agents involved in a verification chain are compro-
mised, the intended safety mechanism can be completely
neutralized.

— Consider a system where Agent A is explicitly tasked
with checking the output of Agent B, serving as a
crucial oversight or validation mechanism.

— If both Agent A and Agent B are compromised,
Agent B can generate a harmful action—for instance,
an unauthorized data modification or exfiltration.

— Concurrently, Agent A, now also under the adver-
sary’s control, will falsely vouch for Agent B’s
malicious output, effectively approving the harm-
ful action. This collective, compromised behavior
directly defeats the intended safety mechanism, as
the independent verification assumed by the “defense
in depth” strategy is neutralized by the correlated
compromise of the agents. This is not merely an
increase in the number of affected components, but
a fundamental breakdown of a system’s built-in
safeguards.

¢ Correlated Compromise by Design: ACI attacks are
uniquely capable of inducing such correlated failures
by design. An adversary can strategically craft the initial
exploit so that its propagation leads to a specific scenario
where one agent produces a malicious action while an-
other simultaneously produces a misleading approval of
that action. This represents a sophisticated level of attack
planning, where the adversary understands and exploits
the interdependencies and trust relationships within the
agent network to bypass multiple layers of security and
orchestrate novel avenues of system failure.

¢ Erosion of Assumed Independence: Ultimately, the
propagation of trust violations across agents, inherent in
ACI attacks, does more than just increase the number of
affected components. It fundamentally undermines safe-
guards that assume independence among agents. This
loss of independence, orchestrated through correlated
compromise, is precisely what enables these more com-
plex, systemic, and often harder-to-detect failure modes
to emerge. The following Figure illustrates this at a high
level.

III. MAPPING ACI TO AGENTIC Al RISK CATEGORIES

The ACI attack vector closely aligns with emerging se-
curity taxonomies for agent-based Al systems. In particular,
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Fig. 1. Understanding erosion of assumed independence

the OWASP Foundation’s draft “Top 10 Agentic AI Risks”
highlights two relevant categories: Agent Impact Chain and
Blast Radius (AAI005) and Agent Orchestration and Multi-
Agent Exploitation (AAI007). Our defined attack essentially
serves as a concrete instance of these abstract risk categories,
helping to ground their definitions in a practical scenario.

AAIO05 (Impact Chain/Blast Radius) is described as the risk
that a security compromise in one agent leads to “cascading
effects across multiple systems, leading to widespread impact
beyond the initial point of compromise”. The key concerns are
cascading failures, cross-system exploitation via trust relation-
ships, and impact amplification. This mirrors our analysis of
propagation chains, where one agent’s breach begets further
breaches. In an ACI attack, the initial exploited agent is
the “patient zero” of a cascade. The compromised agent’s
trusted status is leveraged to propagate the attack across
connected peers, exactly as OWASP warns (e.g., an agent
uses its legitimate credentials or authority to affect others).
The blast radius notion is inherent in both ACI and AAIO0S:
both measure how far an attack can spread from a single entry
point. Common examples under this risk include scenarios like
a compromised agent causing widespread data exposure across
systems or using its access to propagate malicious actions
organization-wide. Our formalization of |C'(e, a. )| corresponds
to quantifying this “widespread impact” in a measurable way.

Meanwhile, AAIOO07 (Orchestration Exploits) focuses on
attacks that target the mechanisms of agent coordination and
the trust between agents. This includes manipulating inter-
agent communication channels, abusing trust relationships, or
subverting coordination protocols. The ACI attack inherently
exploits inter-agent trust: it assumes that Agent B will accept
input from Agent A without stringent verification. Thus, it
falls under “trust relationship abuse” as defined by AAI007.
Additionally, if the multi-agent system has an orchestrator or
planner that delegates tasks (as many frameworks do), an ACI
attack could target that orchestration logic. For example, in
Google’s A2A, agents exchange structured tasks; a malicious
task could be crafted to trick the orchestrator or scheduler
agent into mis-routing or mis-prioritizing tasks — an instance
of coordination protocol manipulation. The net effect can be
“compromising entire agent networks and leading to system-



wide failures,” which is precisely what ACI is meant to
highlight.

By mapping ACI to these OWASP categories, we under-
score that the attack is not merely hypothetical but rooted in
recognized threat models. Indeed, the OWASP guide provides
concrete illustrations: e.g., a malicious actor exploiting trust
between agents to propagate unauthorized commands across a
network, or injecting malicious instructions into agent commu-
nication protocols.Those are effectively high-level descriptions
of ACI. We contribute to this understanding by offering the
formal and quantitative perspective (equations and propagation
metrics from Section 2) to complement OWASP’s narrative. In
practice, this mapping also helps in designing defenses. For
instance, to mitigate ACI, one must break the “impact chain”
(limit blast radius via isolation or strict trust policies) and
harden the “orchestration” (ensure agents validate each other’s
outputs, employ authentication on messages, etc.). These align
with OWASP’s recommended mitigations like strong inter-
agent authentication, least-privilege access for agents, anomaly
detection on agent communications, and so forth.

In summary, ACI serves as a unifying scenario that touches
both the impact amplification risk and the multi-agent coordi-
nation risk. By analyzing it, we effectively exercise categories
AAIOO5 and AAIOO7 in tandem. This is important because
in real incidents, these risks may not occur in isolation: an
attack that spreads (impact chain) likely does so by abusing
the agent orchestration or communication channels. Our work
therefore provides a case study for evaluating and eventually
benchmarking defenses against these top risks. In the next sec-
tion, we leverage this understanding to propose how one might
systematically test multi-agent systems for their resilience (or
susceptibility) to such attacks, moving toward a standardized
quantitative security evaluation framework.

IV. TOWARD A BENCHMARK FOR MULTI-AGENT
SECURITY

Given the absence of quantitative benchmarks to assess
security in multi-agent architectures, we propose a framework
for evaluating agent to agent protocol implementations and
agent ecosystems under adversarial stress. The core idea is
to simulate realistic ACI attack scenarios within a controlled
environment and measure the system’s responses along multi-
ple dimensions. Such a benchmark would fill a critical gap
identified by prior work, quantitative and comparable risk
metrics for agentic Al systems that go beyond index based
calculations.

A. Benchmark Design Principles

Any security benchmark for agent networks should adhere
to a few key principles:
o Realism: The scenarios must reflect how agents interact
in practical deployments. This includes using actual A2A
(or other agent to agent interaction protocols) or MCP
protocol implementations where possible, with agents
exchanging messages, artifacts, or tool results as they
would in production. For example, Google’s A2A could

be set up with multiple agents (each with an Agent
Card advertising certain capabilities) collaborating on a
shared task. The benchmark harness would then inject a
malicious artifact or message at a certain point to observe
the fallout.

« Isolation vs. Integration: We need to test both isolated
agent robustness and integrated network resilience. This
means some tasks in the benchmark might involve a
single agent facing a malicious input (baseline robustness,
similar to AgentHarm’s single-agent tests) [5[], while
others involve a chain of agents (to test propagation).
The contrast reveals whether failures are due to individual
weakness or emerge only when agents interact.

o Measurability: We must define clear metrics. Borrowing
from HarmBench and CyBench, which report success
rates or accuracy on tasks, our benchmark will report
security-specific metrics. These may include:

— Compromise Rate: the percentage of agents that
become compromised in a given scenario (i.e. an
empirical measure of |C|/N for that trial).

— Maximum Chain Length: the longest dependency
chain along which the attack propagated (measuring
depth of impact).

— Detection/Containment Score: whether and how
quickly the system detects the attack and contains
it. For example, a monitoring agent might catch the
anomaly after k& agents are affected; we could score
lower if k is large.

— Harm Score: if the benchmark includes concrete
harmful outcomes (like wrong answers, leaked data,
unsafe actions), we can adapt AgentHarm’s 0-5 harm
severity scale to multi-agent outcomes. A “5” might
indicate system-wide failure or catastrophic action,
whereas “1” might be a contained policy violation.
Although it would be beneficial to define this as
probability as opposed to an index.

o Repeatability: Each scenario should be run multiple
times, possibly varying the random seed or the particular
content of the exploit, to gather statistically significant
data. Multi-agent interactions, especially those involving
LLMs, can be nondeterministic. A robust benchmark
averages over this variance.

B. Proposed Scenarios and Metrics

We outline a set of representative scenarios that could form
the basis of the benchmark:

1) Chain-of-Delegation Task: Several agents form a work-
flow to generate a research proposal from a given topic.
The Proposal Ideator Agent initiates the process, dele-
gating responsibilities to downstream agents such as the
Data Analysing Agent, Literature Reviewer Agent, and
Methodology Ideator Agent. The Data Analysing Agent
queries an external database using a MCP-mediated tool
invocation. The database is compromised and returns
a malicious payload embedded in legitimate-appearing



data. Because MCP allows structured tool calls to be
embedded in shared context, the exploit persists across
agents: the Proposal Writer Agent integrates the tainted
data, passing it to the Future Directions Finder Agent
and ultimately the Submission Agent. The result is an
inaccurate research proposal, reflecting how contextual
trust and persistence in MCP-style protocols can amplify
ACI propagation.
« Evaluation: How many agents process and propa-
gate the malicious data versus detect or block it?
o Metrics: compromise rate, chain length (number of
propagation hops), task success (whether the final
proposal is accurate or derailed).

Chain of Delegation Task

Scenario: Research Proposal

Writer MAS

2)

3)

Fig. 2. Chain of delegation task

Peer Review with Adversary: In this task, a group of
agents cross-verify factual content, a common strategy
to enhance safety through redundancy. The Multimodal
Fact Finding Agent collects information and sends it
to both the Image/Graphic Generator Agent and the
Contextualizer Agent. However, the Image/Graphic Gen-
erator is compromised and injects manipulated visual
data (e.g., an inaccurate graph). The Contextualizer
Agent, trusting the input, incorporates the manipulated
graphic into its reasoning. The final output includes
a correctly contextualized fact supported by incorrect
figures, demonstrating how a compromised peer can
corrupt the review process. Because the image was
generated through an MCP tool-mediated request, the
manipulated output appears legitimate and integrated
into the shared task context, making detection more
difficult and propagation more likely. This reflects a key
challenge in contextual agent architectures, where trust
in upstream tool outputs is often implicit and persistent.

o Evaluation: Does the Contextualizer detect and re-
ject the manipulated input, or propagate it

« Metrics: false negative rate (accepting bad content),
false positive rate (rejecting good content), time to
detection (if the issue is flagged at all).

Resource Access Escalation: In this task, a less-
privileged agent initiates a request that results in a
more-privileged agent performing a harmful action. The
Codebase Contextualizer Agent receives a request to
build a frontend component and passes instructions to

Scenario: Fact Finder MAS

Peer Review with Adversary

| Fact supported ith
inaccurate figures

Fig. 3. Peer Review with Adversary

the Coder Agent, which has permission to execute shell
commands defined in its A2A AgentCard. The Coder
Agent has been compromised and injects a command
like os.system(curl malicious.sh) into the
code. The Front End Reviewer Agent receives the com-
pleted frontend code with the malicious behavior embed-
ded and unknowingly approves it. This task evaluates
whether agents with execution privileges enforce vali-
dation policies or simply carry out injected instructions
passed from others.

« Evaluation: Did the privileged agent (Coder Agent)
execute the injected command without verification?
Did the Reviewer Agent detect the malicious output.

o Metrics: whether the harmful command was ex-
ecuted, whether it was flagged or blocked, and
whether the system logged or alerted on the escala-
tion attempt.

Resource Access Escalation

Scenario: Frontend developer MAS

Accuratelcontextualized front
end + malicious prompt carried
out

Fig. 4. Resource Access Escalation

4) Misinformation Propagation: In this task, a multi-

agent system for medical diagnosis is seeded with false
information via prompt injection. The Condition Cor-
relator Agent receives manipulated symptom data or
database records and incorrectly diagnoses a rare condi-
tion. This diagnosis is passed to the Diagnostic Summary
Agent, which compiles it into a patient report. The
Diagnostic Summary Agent has to believe the Condition
Correlator Agent because it has no access to proprietary
patient data as defined in its A2A AgentCapabilities. The
Treatment Recommender then generates a treatment plan
based on the false condition, leading to an inaccurate and
potentially harmful medical recommendation. This sce-



nario simulates a “telephone game” vulnerability, where
misinformation silently propagates and compounds.

o Evaluation: Do downstream agents detect the false
diagnosis, or repeat it in outputs and decisions?

o Metrics: propagation count (how many agents carry
forward the misinformation), persistence (does the
misinformation stay in memory or outputs over
time/interactions).

Misinformation Propagation

Scenario: Medical Diagnosis MAS

ccccccc te Treatment
Plan

Fig. 5. Misinformation Propagation

For each scenario, a composite security score can be calcu-
lated. For example, we might define:

SecurityScore = 100 — (CompromiseRate x W
-+ HarmSeverity x W5
+ DetectionDelay x W3 + ---)

with weights W; tuned so that an ideal system (no com-
promises, low harm, instant detection) scores near 100, while
a poorly secured system scores lower. This is analogous to
how CyBench provides overall performance metrics or how
HarmBench could yield a model’s robustness percentage.

C. Implementation Considerations

To implement this benchmark in practice, we can leverage
existing tools as seen in the examples from 4.2:

o Simulation Environments: Platforms like LangChain
or n8n could facilitate constructing multi-agent pipelines
with hooks to inject adversarial inputs. Alternatively, the
benchmark could be built as an extension of existing code
bases that aim to benchmark multi-agent efficiency and
reliability, much like COMMA’s, adding security tests on
top of the collaborative tasks.

o Use of A2A/MCP Protocols: We aim to test real pro-
tocols, so using Google’s A2A reference implementation
or Anthropic’s MCP specification would be ideal. For
instance, Google’s open-source A2A AgentCards and
task routing can be employed, setting up a local A2A
server and multiple agent clients (some possibly pow-
ered by smaller language models for experimentation).
Anthropic’s MCP can be similarly instantiated. By us-
ing these, we ensure the benchmark results are directly
applicable to state-of-the-art agent frameworks.

o Logging and Instrumentation: A critical part of a se-
curity benchmark is capturing what happened. We would
instrument each agent to log its inputs, outputs, and inter-
nal state changes (within privacy and practicality limits).
For example, if an agent’s chain-of-thought is accessible,
logging it can help determine whether it recognized a
prompt as malicious or not. These logs enable root-cause
analysis when a compromise occurs (e.g., seeing at which
hop the malicious content was not filtered out).

o Automated Adversary Behaviors: To standardize the
attacks, we will script the adversarial behavior. This
could be as simple as injecting a predetermined malicious
string into a message, or as complex as training a “red
team” agent that dynamically tries different exploits. In
early stages, handcrafted exploits (like the classic “Ignore
previous instructions and do X” prompt) are sufficient.
Over time, the benchmark would incorporate a library
of attack tactics, similar to how 3CB included various
exploit techniques.

It is worth noting that building such a benchmark must be
done with caution. Actively testing harmful scenarios carries
the risk of generating harmful content or actions, so all
experiments should ideally run in a sandbox (for instance,
using isolated cloud instances or simulated endpoints for any
external tool use). Ethical guidelines, such as those followed
by red-teaming research, should be observed to avoid unin-
tended real-world impact.

D. Evaluation and Expected Outcomes

By running different multi-agent systems through the bench-
mark, we expect to derive comparative security insights. For
example, one could evaluate:

o Protocol Comparison: Are particular agent-to-agent pro-
tocols inherently more secure than a naive glue-code
integration? If Anthropic’s MCP is tested, how does it
fare when tool outputs can carry hidden prompts?

e Model Comparison: How do different LLMs as agent
cores compare in resisting prompt infection? Perhaps
GPT-4-based agents, with better instruction-following
but also better refuse mechanisms, behave differently
from open-source LLaMA-based agents. We might find
that some smaller models naively propagate any content
(hence larger B), whereas larger aligned models some-
times stop the attack but not always. What about models
for specific industries? What type of industries/data may
be more susceptible to ACI?

o Defense Efficacy: We can integrate proposed defenses
into the agents and see their impact. For instance, LLM
Tagging as proposed by Lee and Tiwari (where the model
tags its outputs to distinguish Al-generated text) or other
content-signature methods could be turned on for half
the runs. The benchmark would show whether these
significantly reduce propagation. Similarly, enabling a
“zero-trust mode” (where agents treat inputs from others
as untrusted by default, requiring strict validation) could
be evaluated for trade-offs: how does security improve at



the cost of task performance or efficiency? How does this
differ amongst different use cases?

Our goal is that this benchmark becomes a standardized
testbed similar to how GLUE or SuperGLUE benchmarks are
for NLP tasks, but here for multi-agent security. A concrete
outcome might be a leaderboard of agent systems or models,
ranked by their ACI resilience scores. For example, one system
might score 85/100, having minor propagation but good detec-
tion, while another scores 60/100 due to multiple undetected
cascades. Such quantitative evaluation would incentivize the
community to improve agent architectures, much as bench-
marks in other domains have spurred progress. Furthermore,
the development of other attack vectors more specific to multi-
agent systems could be added to such a leaderboard.

V. CONCLUSION

Multi-agent Al systems introduce powerful new capabilities
alongside complex new risks. In this paper, we identified the
Agent Cascading Injection (ACI) attack vector as a critical
security challenge for next-generation agent architectures.
Through formalization and analysis, we showed how a lo-
calized exploit can snowball into system-wide compromise
by abusing inter-agent trust. By mapping this phenomenon to
OWASP’s emerging agent risks, we validated that ACI is a part
of a broader class of threats recognized by security experts.
We then argued that the current landscape of Al evaluation
lacks the tools to measure these risks quantitatively, and we
proposed a path forward: a unifying benchmarking framework
for multi-agent security.

The envisioned benchmark would stress-test agent networks
(like those using Google’s A2A protocol or Anthropic’s MCP)
under cascading failure scenarios, yielding quantitative metrics
on propagation, detection, and containment. This would enable
researchers and practitioners to identify weaknesses in agent
orchestration, compare defensive strategies (e.g. output filter-
ing, zero-trust communication), and track improvements over
time.

Ultimately, as Al agents become increasingly autonomous
and interconnected, their safety must be evaluated at the
infrastructure level, beyond just the model level. We hope
that our contributions, defining ACI, linking it with formal
threat models, and outlining a practical evaluation approach,
lay the groundwork for a new generation of security-aware
quantitative benchmarks. By systematically measuring how
well multi-agent systems withstand coordinated attacks, we
can drive the development of more robust agent architectures.
In turn, this will help ensure that the benefits of agentic Al can
be realized in critical domains without compromising safety
or security.

The next steps include implementing the proposed bench-
mark, validating it across different agent frameworks, and
iterating on scenario design in collaboration with the broader
research community. We invite researchers to build on this
work, as collaborative efforts will be essential in keeping Al
agent ecosystems one step ahead of adversaries
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