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Abstract—A Membership Inference Attack (MIA) assesses
how much a trained machine learning model reveals about its
training data by determining whether specific query instances
were included in the dataset. We classify existing MIAs into
adaptive or non-adaptive, depending on whether the adversary
is allowed to train shadow models on membership queries. In the
adaptive setting, where the adversary can train shadow models
after accessing query instances, we highlight the importance of
exploiting membership dependencies between instances and pro-
pose an attack-agnostic framework called Cascading Membership
Inference Attack (CMIA), which incorporates membership de-
pendencies via conditional shadow training to boost membership
inference performance.

In the non-adaptive setting, where the adversary is restricted
to training shadow models before obtaining membership queries,
we introduce Proxy Membership Inference Attack (PMIA). PMIA
employs a proxy selection strategy that identifies samples with
similar behaviors to the query instance and uses their behaviors
in shadow models to perform a membership posterior odds test
for membership inference. We provide theoretical analyses for
both attacks, and extensive experimental results demonstrate that
CMIA and PMIA substantially outperform existing MIAs in both
settings, particularly in the low false-positive regime, which is
crucial for evaluating privacy risks1.

I. INTRODUCTION

Machine learning (ML) has advanced rapidly over the past
decade, with models such as neural networks increasingly
being trained on sensitive datasets. This raises a critical need
to ensure that these trained models are privacy-preserving.
Membership inference attacks (MIAs) [1] quantify the degree
to which a model leaks information by predicting whether
some instances were part of its training set. Closely connected
with Differential Privacy (DP) [2], MIAs have become a
widely adopted approach for empirical privacy auditing of ML
models [3], [4], and serve as crucial components for more
sophisticated attacks [5], [6].

Generally speaking, MIAs exploit discrepancies in a target
model’s behavior between training samples (i.e., members) and
non-training samples (i.e., non-members). These discrepancies
are often captured through signals such as output losses. To
effectively leverage these signals for membership inference, a

1Our code is available at https://github.com/zealscott/MIA.

prevalent approach is the shadow training technique [1], which
involves training multiple shadow models on datasets drawn
from the same distribution as the target model’s training data.
These shadow models provide insights into how a model’s
output on an instance varies depending on whether the instance
is included in the training dataset. Shadow-based MIAs [7], [8]
have achieved state-of-the-art performance, particularly when
evaluated using the increasingly recommended metric [9]:
True-Positive Rate (TPR) at a low False-Positive Rate (FPR).

We classify MIAs into two categories: adaptive and non-
adaptive (see Section II for a formal definition). In the adaptive
setting, which has been extensively studied in prior work [7],
[9]–[11], the adversary can train shadow models after knowing
the query instances to be inferred. For each query instance,
the adversary can train shadow in models (trained with the in-
stance) and shadow out models (trained without the instance),
enabling the computation of a membership score that takes
advantage of both shadow in and shadow out models. In the
non-adaptive setting, which has garnered attention in recent
studies [8], [12]–[14], the adversary can only train shadow
models before learning the query instances. As a result, only
shadow out models are available to compute the membership
scores for query instances.

In this paper, we study MIAs in both settings. For the
adaptive setting, we highlight the importance of exploiting
membership dependencies between instances for attack, which
is largely overlooked by existing adaptive MIAs [7], [9]. Build-
ing on the theoretical analysis of joint membership estimation
using Gibbs sampling, we introduce Cascading Membership
Inference Attack (CMIA), an attack-agnostic framework de-
signed to enhance attack performance through conditional
shadow training. CMIA operates by iteratively running a base
shadow-based attack to identify highly probable samples, then
using their inferred membership to train new shadow models
to improve the inference of remaining instances.

In the non-adaptive setting, we propose Proxy Membership
Inference Attack (PMIA), which approximates the likelihood
that a query instance in the training set using the behaviors
of the shadow models’ training data as proxies. We also
introduce several methods for selecting proxy data at different
granularities, including global, class, and instance levels.

We compare the proposed attacks to a wide range of state-
of-the-art MIAs and conduct extensive experiments across six
benchmark datasets and five model architectures. The exper-
imental results demonstrate that CMIA consistently improves
attack performance across all evaluated attack algorithms and
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datasets, including those previously considered difficult to
attack. For instance, CMIA improves LiRA [9] by more than
5× in the true-positive rate at a 0.001% false-positive rate
on MNIST, showing a significant performance boost. Addi-
tionally, PMIA significantly outperforms all existing MIAs in
the non-adaptive setting while maintaining high efficiency. We
also conduct comprehensive ablation studies to evaluate the
impact of various components in CMIA and PMIA and assess
the effectiveness of existing defenses against the proposed
attacks. In summary, we make the following contributions:
• We provide a new formulation of the MIA game in Sec-

tion II, which allows the clear differentiation of the adaptive
and non-adaptive settings for MIA.

• In the adaptive setting, we highlight the importance of
modeling membership dependencies and present a theoreti-
cal analysis of joint membership estimation using approxi-
mate Gibbs sampling. We also introduce CMIA, an attack-
agnostic framework that enhances attack performance via
conditional shadow training.

• In the non-adaptive setting, we introduce PMIA, a new
attack that approximates the membership posterior odds
ratio test using proxy data.

• We conduct extensive experiments and demonstrate that
CMIA and PMIA consistently outperform all state-of-the-
art MIAs in various attack scenarios.

Organization. The rest of this paper is organized as follows.
Section II introduces the definitions and threat models for
membership inference attacks. We then describe the proposed
adaptive attack (i.e., CMIA) in Section III and the non-adaptive
attack (i.e., PMIA) in Section IV. Section V presents the ex-
perimental results for both attacks. Related work is discussed
in Section VI, and the paper concludes in Section VII.

II. PROBLEM DEFINITION AND THREAT MODELS

The goal of a membership inference attack (MIA) [1] is
to determine whether some instances were included in the
training data of a given trained model fθ. In this paper,
we consider the model to be a neural network classifier
fθ : X → ∆m, where fθ is a learned function that maps
an input data sample x ∈ X to a probability distribution over
m classes, where ∆m denotes the m-dimensional simplex.
Given a dataset D, we use fθ ← T (D) to denote that the
neural network fθ, parameterized by weights θ, is learned by
applying the training algorithm T on the training set D.

In the literature [9], [15], [16], membership inference has
been defined via a security game in which the adversary is
asked to determine the membership of a single instance. How-
ever, there exists a disconnection between this definition and
the experiments, which train shadow models and determine
memberships for a set of query instances (referred to as the
membership query set). More importantly, using such a single-
instance game definition for MIA, it is difficult to clearly
differentiate adaptive versus non-adaptive MIA settings, as
will be detailed later. To address these challenges, we define
membership inference through the following security game:

Definition 1 (Membership Inference Security Game). The
following game is between a challenger and an adversary that
both have access to a data distribution D:

1) The challenger samples a training dataset D ∼ D, trains
a target model fθ ← T (D) on the dataset D, and grants
the adversary query access to the model fθ.

2) The challenger selects two sets: a subset Da ⊆ D and a set
Db sampled from D. These two sets are combined to create
a query set: Dquery = Da∪Db, which the challenger then
sends to the adversary.

3) The adversary responds with a set Dg ⊆ Dquery, which
represents that the adversary guesses that instances in Dg

are used when training fθ, and instances in Dquery \ Dg

are not used when training fθ.

In this paper, we focus on membership inference attacks
in black-box scenarios, where the adversary is granted oracle
access to the target model fθ, but is not given the model
parameters. That is, the adversary can obtain the output
softmax probabilities for any input instance x.

State-of-the-art MIAs [7]–[9], [14] leverage shadow mod-
els [1] to analyze how the model’s outputs depend on whether
specific instances are used in training or not. We assume
the adversary constructs a dataset and samples subsets from
it to train the shadow models. The above game allows the
adversary to access the data distribution D, which they can
sample when constructing the dataset. Depending on when the
shadow models are trained, we consider two threat models.

Adaptive Setting. In this setting, the adversary is allowed
to train shadow models after receiving the query set Dquery
(i.e., after step 2 in Definition 1). Thus, the adversary samples
D′ from D and combines it with Dquery to create a dataset
for shadow training, i.e., Dadapt

adv ← D′ ∪Dquery. This enables
the adversary to train shadow in models and shadow out
models for each query instance, and exploit the behavioral
discrepancies to mount an attack.

This setting models several attack situations. One situation
is that the adversary is willing to spend substantial computa-
tion to train shadow models for specific query instances [7],
[9]. Another situation is that the target model’s training set
is drawn from a dataset that the adversary also possesses,
and the adversary tries to learn which specific instances are
used [10], [11]. MIAs in the adaptive setting are also advocated
for empirical privacy auditing [3], [4] of ML models, where
the goal is to assess the extent of worst-case privacy leakage.

Non-Adaptive Setting. In contrast, under the non-adaptive
setting, the adversary is only allowed to train shadow models
before the adversary learns the query set Dquery (i.e., before
step 2 Definition 1). Thus, the adversary constructs Dnon-adapt

adv
only by sampling from D, i.e., Dnon-adapt

adv ∼ D. For most
practical classification tasks, the sizes of Dnon-adapt

adv and Dquery
are relatively small compared to the entire data distribution D,
meaning the probability of each instance belonging to both
datasets is quite low. As a result, the adversary can only
observe a model’s behavior when the query instance is not
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part of the training set, thus having access only to shadow out
models but not shadow in models.

This setting models the situation where the adversary is
given a sequence of membership queries and needs to answer
them without paying the cost of retraining shadow models for
each query. Recent studies [8], [12]–[14] focus on this setting,
as it presents a more efficient attack scenario.
Discussion. It is worth noting that some studies [8], [9], [14]
refer to the adaptive and non-adaptive settings as “online” and
“offline”, respectively. This terminology may lead to confu-
sion, as the offline setting models queries being processed
without training new shadow models, which is similar in
spirit to “online algorithms” [17]. Thus, we adopt the terms
“adaptive” and “non-adaptive”, which are more aligned with
well-established concepts in the security and privacy domain
(e.g., the (adaptive) chosen-ciphertext attacks [18], [19]). We
use these terms throughout this paper for clarity.
Differences from Previous MIA Game. Notably, our mem-
bership inference security game, as defined in Definition 1,
goes beyond existing studies [9], [15], [16] by using a query
set rather than a single instance. This modification offers
a few advantages. Firstly, it more accurately reflects the
experimental methodologies employed in existing research,
where performance evaluations (e.g., TPR at low FPR) are
typically conducted using a query set, rather than isolating
assessments to each instance. Secondly, this query-set-based
approach enables a clear distinction between adaptive and non-
adaptive settings, achieved by controlling the timing of shadow
model training relative to the receipt of the query set.
Missed Opportunities of Existing MIAs. Our paper is
motivated by the observations that existing MIAs did not fully
take advantage of the available information in both adaptive
and non-adaptive settings.
• Membership Dependencies in the Adaptive Setting. xisting
adaptive MIAs [7], [9], [10] typically predict the membership
of each query instance independently. They thus fail to take
advantage of the conditional membership dependencies among
instances, leading to suboptimal performance.
• Proxy Shadowing in the Non-Adaptive Setting. In the non-
adaptive setting, the adversary can construct only shadow out
models, and lacks the knowledge of models trained with a
specific query instance behave on that instance. However, we
observe that it is possible to find instances that are similar to
the query instances and observe their behavior.

III. CASCADING MEMBERSHIP INFERENCE ATTACK

In this section, we describe the methodology of Cascading
Membership Inference Attacks (CMIA), which is an attack-
agnostic framework designed for the adaptive setting. We first
present a novel attack paradigm, denoted Joint MIA, which
seeks to jointly estimate the membership of all query instances.
We then provide a detailed description of CMIA.

A. Theoretical Intuition of Joint MIA

We assume that instances in the size-n query set
Dquery are ordered in a canonical order, i.e., Dquery =

Queries
Query node

Unobserved

Observed

Trained Trained
Not
trainedNot queried

Fig. 1: Statistical dependencies of joint MIA shows that con-
ditioning on output oθ creates a collider dependency between
the membership indicators Mi and Mj , i.e., Mi ⊥̸⊥Mj | oθ.

{(xi, yi) | 1 ≤ i ≤ n}. Given target model fθ trained using
dataset D, we define the (unobserved) vector of membership
variables as M = (M1,M2, . . . ,Mn), where each Mi is a
Bernoulli variable, Mi := 1[(xi, yi) ∈ D]. We use oθ =
{(xi, fθ(xi))|∀(xi, yi) ∈ Dquery} to denote the output softmax
probabilities that the adversary can obtain from Dquery.

Existing MIAs [7], [9], [14] typically treat each query in-
stance (xi, yi) in isolation, computing individual membership
probabilities Pr(Mi = 1|oθ) independently. At first glance,
this approach appears reasonable, as the data instances in
the training set D could be assumed to be independently
and identically distributed (i.i.d.), implying that the member-
ship indicators Mi and Mj are marginally independent, i.e.,
Mi⊥⊥Mj , for all i ̸= j. However, this independence assump-
tion is violated when conditioning on the model’s output oθ
over the entire query dataset Dquery. In this conditional setting,
the membership indicators, although independent marginally,
become dependent due to the collider effect induced by oθ, as
illustrated in Figure 1. Specifically, conditioning on oθ renders
Mi and Mj conditionally dependent, i.e., Mi ⊥̸⊥Mj | oθ.

The practical significance of this dependence becomes ev-
ident in the adaptive setting, where the adversary can train
shadow models after knowing Dquery, which overlaps with the
target’s training dataset D. Existing adaptive MIAs [1], [7],
[9]–[11] do not explore this conditional joint dependence.
By leveraging the joint membership distributions rather than
relying on marginal probabilities, an adversary can mount
more effective membership inference attacks. We first formu-
late the definition of Joint MIA via Gibbs sampling.
Joint MIA with Gibbs Sampling (accurate but prohibitively
expensive). In order to sample from the joint distribution
Pr(M|oθ), it requires capturing the dependencies between the
membership indicators introduced by conditioning on oθ. The
traditional Gibbs sampling procedure updates each variable
sequentially [20], with each update based on the conditional
distribution of the variable given the current states of all other
variables. This iterative process can be expressed formally at
any iteration t ≥ 0 as:

M
(t+1)
i ∼ Pr(Mi |M(t+1,t)

−i , oθ), ∀i, (1)

where M
(t+1,t)
−i = M

(t+1)
1 , . . . ,M

(t+1)
i−1 ,M

(t)
i+1, . . . ,M

(t)
n .

We now provide a theoretical result to show that it is
possible to perform this joint sampling and converge to the true
target stationary distribution Pr(M|oθ), as well as the almost
sure convergence of any metric of success of the attack.
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Theorem 1 (Convergence of Joint MIA Gibbs Sampling). Let
M = (M1,M2, . . . ,Mn) be the vector of membership sta-
tuses, where Mi = 1[(xi, yi) ∈ D]. Let π(M|oθ) = Pr(M|oθ)
be the target joint distribution of membership statuses condi-
tioned on the model output oθ. Consider the Gibbs sampling
procedure that iteratively samples at step t ≥ 1:

M
(t+1)
i ∼ Pr(Mi|M(t+1,t)

−i , oθ), ∀(xi, yi) ∈ Dquery,

where M
(t+1,t)
−i = M

(t+1)
1 , . . . ,M

(t+1)
i−1 ,M

(t)
i+1, . . . ,M

(t)
n .

Then:
1) The sequence of states M (t) forms a Markov chain with

stationary distribution π(M|oθ) = Pr(M|oθ).
2) For any measurable MIA performance metric L with

Eπ[|L(M, D)|] <∞, the sequence

ST =
1

T

T∑
t=1

L(M(t), D)

converges almost surely to Eπ[L(M, D)] as T →∞.

The proof of Theorem 1 is provided in Appendix A and
is based on the stationarity of Markov chains and the conver-
gence properties of martingale theory.

Theorem 1 provides a rigorous foundation for the pro-
posed Gibbs sampling approach, confirming its suitability
for Joint MIA by establishing both the convergence to the
target distribution and the consistency of performance metrics.
However, using this approach is computationally prohibitive,
as convergence usually requires many iterations. The challenge
now lies in devising a practical and effective method for
performing a joint membership inference attack (Joint MIA),
which benefits from jointly inferring all instances in Dquery
without paying the high cost of full Gibbs sampling.

B. CMIA: A Fast Approximation of Joint MIA

We now introduce CMIA, a heuristic that significantly
speeds up the Gibbs sampling procedure by approximating
it and performing just a single joint sampling step.

Notably, an important hyperparameter of the Gibbs sam-
pling process is the ordering in which variables in Dquery
are sampled, referred to as the scan order. The ordering
in Equation (1) is known as the systematic scan (also known
as deterministic or sequential scan). Interestingly, this ordering
can be modified, with significant implications for the conver-
gence rate of Gibbs sampling [21], [22]. The most common
strategy is actually random ordering, which shuffles Dquery
after each iteration. In adaptive Gibbs sampling [23], the scan
order is adaptively determined.

Our approach (CMIA) also uses adaptive ordering, but we
focus exclusively on identifying a single, (highly likely) joint
membership sample. This allows for optimizations that would
be incorrect or inefficient in standard Gibbs sampling contexts,
where the goal is to explore the entire distribution, including
less likely observations. More specifically, a key innovation
in CMIA is the dynamic reordering of the instances (xi, yi)
within Dquery to prioritize those with higher membership

probabilities (instances we will call them anchors). For the
initial sample, the instances are rearranged to satisfy Pr(M1 =

1|M (0,0)
−1 , oθ) ≥ Pr(Mi = 1|M (0,0)

−i , oθ),∀i, with ties resolved
arbitrarily (in practice, ties and near-ties are sampled jointly as
shown in Section III-C). To illustrate the effect of this reorder-
ing, consider a scenario where Pr(M1 = 1|M (0,0)

−1 , oθ) ≈ 1,
indicating near certainty that (x1, y1) is a member of D. In
this context, the reordered Dquery sets the stage for a cascading
effect, where subsequent sampling decisions are informed
by this initial high confidence. By leveraging this certainty,
the process streamlines the exploration of the sample space,
focusing on the most promising regions first.

The sampling process proceeds iteratively, with each step
refining the ordering of the remaining instances to prioritize
those with the highest membership probabilities. Specifically,
for the i-th sample, the instances are reordered such that
Pr(Mi = 1|M (1,0)

−i , oθ) ≥ Pr(Mj = 1|M (1,0)
−j , oθ) for i < j,

where i = 2, . . . , n denotes the current iteration. Ties are again
resolved arbitrarily. At each iteration, the process checks if
the membership probability for the next instance exceeds a
predetermined threshold, in which case the instance is deemed
a member, and its membership status is set to Mi = 1.
Otherwise, the process terminates and the remaining instances
are deemed non-members.

This greedy approach identifies a subset of highly probable
members while avoiding unnecessary computations for less
likely candidates. Empirically, as we see in Section V-B,
joint MIA achieves significantly higher attack performance
compared to independent inference of prior work.

C. Implementation Details of CMIA

In this section, we describe the implementation details of
CMIA. CMIA approximates the sampling procedure outlined
in the previous section, and estimates conditional membership
probabilities by performing a base shadow-based MIA using
conditional shadow models. Specifically, in each iteration,
CMIA identifies multiple highly probable instances (i.e., an-
chors), by conducting membership inference using a base
shadow-based MIA. It then utilizes their inferred membership
to generate conditional shadow models, which enhance the
inference of the remaining instances. This process can be
repeated until no additional anchors can be reliably identified.
We begin by providing a definition for shadow-based MIA,
which will serve as the base attack in CMIA.

Shadow-based MIAs. Shadow-based MIAs [1], [9] train
shadow models to imitate the target model’s behavior. For-
mally, shadow-based MIAs are defined as follows:

Definition 2 (Shadow-based MIA). Let Dadapt
adv be the adver-

sary’s dataset in the adaptive setting. A shadow-based MIA
constructs multiple shadow dataset-model pairs Pshadow =
{(Dj

shadow, f
j
shadow)}, where each pair consists of a shadow

dataset Dj
shadow sampled from Dadapt

adv and the corresponding
shadow model f j

shadow trained on the dataset, i.e., f j
shadow ←

T (Dj
shadow). The attack modelM (e.g., LiRA [9]) then utilizes

these shadow dataset-model pairs to generate a continuous
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Fig. 2: Demonstration of CMIA. The adversary ① constructs
conditional shadow datasets by sampling from Dadapt

adv and
incorporating the membership of anchors, ② performs the base
attackM, ③ uses the computed membership scores to identify
new anchors (Min/Mout), ④ repeats the above processes to
enhance the inference of the remaining instances.

membership score to predict the membership of instance
(xi, yi) for the target model fθ:

s(xi, yi) =M (fθ, (xi, yi) ,Pshadow).

Note that different MIAs may employ different training
algorithms T to train shadow models. In CMIA, we use these
shadow-based MIAs by only modifying the input shadow
dataset, while both the training algorithm T and the attack
model M remain unchanged.
Framework Overview. The pipeline of CMIA is illustrated
in Figure 2 and outlined in Algorithm 1. First, the maximum
number of cascading iterations K is set. In each iteration k, the
adversary constructs shadow datasets by sampling from Dadapt

adv
(defined in Section II) and incorporating with anchor sets
(Min/Mout). Specifically, samples from Mk−1

in are included
while those from Mk−1

out are excluded from the sampled set
to construct the conditional shadow dataset (line 7). This
procedure repeats N times to generate N conditioned shadow
dataset-model pairs. Then, the base attackM is executed using
these dataset-model pairs to compute membership scores for
all instances in Dquery (lines 11-15). New anchors are selected
based on their membership scores relative to learned decision
thresholds (lines 19–23, detailed below). The iterations stop
when either the maximum number of iterations is reached or
the number of new anchors falls below δ (line 24). Finally,
shadow datasets/models from all iterations are used to perform
the final attack on all query instances (lines 29-33).
Thresholds Selection. Anchors (i.e., highly probable in-
stances) are selected by comparing membership scores against
two decision thresholds: τin for members and τout for non-
members. To determine these thresholds, for each iteration,
we perform the attack on a ground-truthed shadow model
and analyze the relationship between membership scores and
actual membership. Specifically, we randomly select a shadow
model and treat it as the target, then apply the base attack
on this model to compute membership scores for instances
in Dadapt

adv . Since the adversary knows the ground truth about
the members (i.e., the training set) of the selected shadow
model, we set the decision thresholds by ordering the mem-
bership scores and setting: (i) τin as the highest score among

Algorithm 1 Cascading Membership Inference Attack.

Require: Target model fθ, adversary’s dataset Dadapt
adv , training

algorithm T , base MIA algorithm M, membership query
set Dquery, number of iterations K, stopping criterion δ

1: M0
in ← {}, M0

out ← {} ▷ initialize anchor sets
2: for k = 1 to K do
3: # Step 1: Train conditional shadow models
4: Pk

shadow ← {} ▷ initialize shadow dataset-model set
5: for N times do
6: Dtmp ∼ Dadapt

adv ▷ sample a dataset
7: Dshadow ← (Dtmp \Mk−1

out ) ∪Mk−1
in

8: Pk
shadow ← Pk

shadow ∪ {(Dshadow, T (Dshadow))}
9: end for

10: # Step 2: Attack with conditional shadow models
11: Sk ← {} ▷ initialize membership scores set
12: for each (x, y) ∈ Dquery do
13: # compute membership score, defined in Definition 2
14: Sk ← Sk ∪ {M (fθ, (x, y) ,Pk

shadow)}
15: end for
16: # Step 3: Identify anchor samples using membership scores
17: Mk

in = Mk−1
in , Mk

out = Mk−1
out

18: # thresholds selection is detailed in Section III-C
19: τkin, τ

k
out ← SelectThresholds(M,Pk

shadow, D
adapt
adv )

20: for each sk(x, y) ∈ Sk do
21: if sk(x, y) > τkin then Mk

in ←Mk
in ∪ {(x, y)}

22: else if sk(x, y) < τkout then Mk
out ←Mk

out ∪ {(x, y)}
23: end for
24: if |M t

in|− |M
k−1
in | < δ and |M t

out|− |Mk−1
out | < δ then

25: break
26: end if
27: end for
28: # Perform final attack using all shadow dataset-model pairs
29: Pshadow ←

⋃
k Pk

shadow, S ← {}
30: for each (x, y) ∈ Dquery do
31: S ← S ∪ {M (fθ, (x, y) ,Pshadow)}
32: end for
33: return S

non-members, and (ii) τout as the 10th lowest score among
members. In other words, τin is chosen to avoid false positives
when predicting members, while τout is selected to tolerate less
than 10 false negatives when predicting non-members. This
distinction is made because the adversary typically focuses on
reliably identifying members rather than non-members [9]. We
analyze the impact of thresholds in Section V-D.

Implementation Details. We set the number of the cascading
iterations K = 10 for all experiments, as we observe that
all evaluated attacks exhibit significant improvements within
only a few iterations (as shown in Section V-B). The stopping
criterion δ is set to 30, meaning that the iteration halts if fewer
than 30 new anchors can be selected. Although the threshold
selection procedure can be repeated by using different ground-
truthed shadow models to obtain an average threshold estimate,
we find that it remains robust even with a single randomly
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chosen shadow model. All above hyperparameters are kept
fixed across all evaluated attacks and datasets to demonstrate
the robustness of the framework.

IV. PROXY MEMBERSHIP INFERENCE ATTACK

While CMIA shows impressive performance, it requires
knowledge of query instances, and cannot be applied in
the non-adaptive setting. In this section, we propose Proxy
Membership Inference Attack (PMIA), a new non-adaptive
MIA that can respond to arbitrary membership queries without
training additional shadow models. We begin by presenting the
theoretical intuition behind PMIA and then describe the attack
procedure in detail.

A. Theoretical Intuition of Marginal MIA

In the non-adaptive setting, the adversary is given a se-
quence of membership queries and needs to answer them
independently, i.e., for instance (xi, yi) ∈ Dquery we predict
its membership status: Mi|eθ, where eθ ← Q(fθ) denotes
the information the adversary can observe from the model
fθ with the available data. We refer to this type of at-
tack as Marginal MIA, as our predictions are only based
on Pr(Mi|eθ) regardless of the membership status of other
instances in Dquery \ {(xi, yi)}. We follow [24] and frame
the marginal MIA as a Bayesian binary hypothesis testing
problem. In the black-box scenario we study, eθ is the output
of fθ. We now show how to calculate the membership posterior
odds ratio test for marginal MIA.

Theorem 2 (A Membership Posterior Odds Test for Marginal
MIA). Let S+(xi,yi)

and S−(xi,yi)
be the sets of all subsets

in the support domain D that include or exclude the query
instance (xi, yi), respectively. Let Mi = 1[(xi, yi) ∈ D]
and L(D, eθ) = Pr(Q(T (D)) = eθ) denote the likelihood
function, where T (D) represents the model is trained with
dataset D. Given the adversary’s observation eθ, the Bayesian
posterior odds test for marginal MIA is defined as:

Aodds(xi, yi) = 1

[
Pr (Mi = 1 | Q(fθ) = eθ)

Pr (Mi = 0 | Q(fθ) = eθ)
> 1

]
,

which can be obtained from

Aodds(xi, yi)=1

ED′∼S+
(xi,yi)
L(D′, eθ)

ED′∼S−
(xi,yi)
L(D′, eθ)

>
Pr(Mi = 0)

Pr(Mi = 1)

.
(2)

A detailed proof based on Bayes’ rule is provided in Ap-
pendix B. Note that the expectations in the formula are taken
with respect to datasets sampled uniformly at random from
S+(xi,yi)

and S−(xi,yi)
, which are the countable collections of

all possible datasets that include or exclude the query instance
(x, y). The theorem establishes that the membership posterior
odds test Aodds for an adversary involves comparing a special
likelihood ratio to a threshold derived from prior probabilities.
Connecting with Evaluation Metrics. For most practical
classifiers, the training set D is relative small compared to the
entire data distribution, so the prior probability Pr(Mi = 1)

is low for most data points (xi, yi), making the threshold
Pr(Mi=0)
Pr(Mi=1) fairly large. Thus, the adversary must have a sig-
nificantly high likelihood ratio to infer membership correctly.
This statistical analysis helps explain why recent studies [9],
[14] emphasize evaluating MIAs on the FPR at low FPR.
Connecting with SOTA MIAs. We observe that most state-
of-the-art MIAs, e.g., [9], [14], adhere to the principles of the
posterior odds ratio test outlined in Equation (2). For instance,
LiRA [9] estimates the likelihood ratio for a query instance by
utilizing the (scaled) losses of its shadow in and shadow out
models. However, in the non-adaptive setting, computing the
likelihood ratio becomes challenging because the adversary
only has access to the shadow out models for query instances.
As a result, LiRA adopts a one-sided hypothesis test and
estimates only the likelihood that the instance is not in the
training set. This deviation leads to suboptimal performance,
as evidenced by recent studies [8], [13].
PMIA: Better Approximating the Posterior Odds Test.
Motivated by these insights, we propose a new attack, PMIA,
which better aligns with the membership posterior odds test
presented above while avoiding the need to train additional
shadow models for queries. The key idea is to approximate the
likelihood that a query instance is in the training set using the
behaviors of the shadow models’ training data as proxies. We
also explore various proxy-finding strategies at different levels
of granularity to further improve the attack’s performance.

B. Attack Method

Likelihood Estimators. Building on the analysis in the
previous section, our goal is to estimate the likelihood ratio
of the query instance for inference. We first follow LiRA [9]
and define the output of query instance (x, y) on model f as:

ϕ(f(x)y) = log

(
f(x)y

1− f(x)y

)
,

where f(x)y denotes the softmax probability (aka. confidence
score) of the model f on the instance (x, y). This scaling
transformation stabilizes the distribution and, empirically, al-
lows it to be well-approximated by a normal distribution. We
then adopt the same likelihood estimators used in LiRA [9]:

ED′∼S+
(x,y)
L̃(D′, eθ) = p

(
ϕ(fθ(x)y) | N (µin, σ

2
in)
)
,

ED′∼S−
(x,y)
L̃(D′, eθ) = p

(
ϕ(fθ(x)y) | N (µout, σ

2
out)

)
,

where p
(
ϕ(fθ(x)y) | N (µ, σ2)

)
is the probability density

function over ϕ(fθ(x)y) under a normal distribution with mean
µ and variance σ2. In the adaptive setting, these two normal
distributions can be estimated by training shadow in models
and shadow out models on the query instance (x, y) and
retrieving the scaled confidence scores from shadow models.
However, in the non-adaptive setting, the adversary is not al-
lowed to train shadow models on query instances, meaning that
the distribution N (µin, σ

2
in) is unavailable. Therefore, we aim

to find proxy data Dproxy from the adversary’s dataset Dnon-adapt
adv

and use their behaviors (i.e., N (µ̃in, σ̃in)) to approximate the
behavior of a query instance N (i.e., (µin, σ

2
in)).
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Overview. The workflow of PMIA is outlined in Algorithm 2,
consisting of two phases: the prepare and inference phases. In
the prepare phase, we follow the standard shadow training
technique [1], [9] and train N shadow models by randomly
sampling shadow datasets from Dnon-adapt

adv (lines 3–7). In the
inference phase, we first collect the distribution of confidence
scores for the target instance (x, y) when it is not in the
model’s training set (lines 11–13). Next, we select proxy
data from Dnon-adapt

adv for the query instance and gather their
confidence score distributions when they are in the shadow
models’ training sets (lines 15–22). Finally, we estimate the
mean and variance for both collected confidence distributions
(lines 23–24), query the target model fθ on (x, y) to output a
parametric likelihood ratio Λ̃ as the membership score.

Finding Proxy Data. The effectiveness of PMIA relies on
selecting appropriate proxy data from Dnon-adapt

adv and using their
confidence distribution to approximate the likelihood of the
query instance being in the training set. We propose three
strategies for selecting these proxies at different granularities:
• Global-level. We use all instances in the attacker’s dataset

as the proxy set Dproxy and collect their confidence scores
when they are part of the shadow model’s training set. This
produces a global in confidence distribution that is used to
compute the likelihood for all query instances.

• Class-level. Since the adversary knows the label of the query
instance, we select samples from Dnon-adapt

adv that belong to the
same class as the query instance to form Dproxy.

• Instance-level. We retrieve the top-10 similar samples from
Dnon-adapt

adv using some similarity measurements (e.g., cosine
similarity in embedding space), and use them as Dproxy.
We implement all the above strategies and analyze their

effectiveness in Section V-D. Despite their simplicity, we find
that using these proxy data achieves state-of-the-art perfor-
mance. We thus leave the exploration of more advanced proxy
selection strategies for future work.

Implementation Details. We follow LiRA and train 256
shadow models during the prepare phase. We also apply
standard data augmentations to fit n-dimensional spherical
Gaussians, which are collected by querying the shadow models
n times per sample (n is set as 9 for all experiments). The final
membership score, Λ̃, is then computed using the likelihood
ratio between two multivariate normal distributions. When
using the instance-level strategy to select proxy data, we
adopt different approaches depending on the data modality.
For image datasets, we first embed each image into a 512-
dimensional vector using a pretrained CLIP [25] encoder. We
then use the Faiss library [26] to retrieve the top-10 most
similar samples from the attacker’s dataset, based on cosine
similarity in this embedding space. For non-image datasets
where a powerful pretrained encoder is unavailable, we use
Wasserstein distance on the raw data for proxy selection.

V. EVALUATION

We conduct a comprehensive evaluation of our adaptive
(CMIA) and non-adaptive (PMIA) attacks across various

Algorithm 2 Proxy Membership Inference Attack.

Require: Target model fθ, adversary’s dataset Dnon-adapt
adv ,

training algorithm T , query instance (x, y) ∈ Dquery
1: # Prepare Phase: Shadow Model Training
2: Dshadow ← {}, Fshadow ← {}
3: for N times do
4: Dshadow ∼ Dnon-adapt

adv ▷ sample a shadow dataset
5: Dshadow ← Dshadow ∪ {Dshadow}
6: Fshadow ← Fshadow ∪ {T (Dshadow)}
7: end for

8: # Inference Phase: Query on (x, y)
9: confsin ← {}, confsout ← {}

10: # collect out confidence scores
11: for each fshadow ∈ Fshadow do
12: confsout ← confsout ∪ {ϕ(fshadow(x)y)}
13: end for
14: # collect in confidence scores via proxies, see Section IV-B
15: Dproxy ← FindProxy(Dnon-adapt

adv , (x, y)) ▷ find a proxy set
16: for each Di

shadow ∈ Dshadow do
17: for each (u, v) ∈ Dproxy do
18: if (u, v) ∈ Di

shadow then
19: confsin ← confsin ∪ {ϕ(f i

shadow(u)v)}
20: end if
21: end for
22: end for
23: Compute mean µ̃in, and variance σ̃2

in from confsin
24: Compute mean µout, and variance σ2

out from confsout
25: confobs ← ϕ(fθ(x)y) ▷ query target model

26: return Λ̃ =
p(confobs | N (µ̃in, σ̃

2
in))

p(confobs | N (µout, σ2
out))

datasets and attack settings. We first describe the experimental
setup in Section V-A. Next, we evaluate the attack performance
in adaptive and non-adaptive settings in Section V-B and Sec-
tion V-C, respectively. We also analyze the impact of attack
components in Section V-D and perform additional analyses
and assess their performance against defenses in Section V-E.

A. Experimental Setup

Datasets. We select four image benchmark datasets (i.e.,
MNIST [27], Fashion-MNIST [28], CIFAR-10 [29], and
CIFAR-100 [29]) for our main experiments. The results on
two non-image datasets that are commonly used in MIAs (i.e.,
Purchase and Texas [1]) are reported in Section V-E. A detailed
dataset description is provided in Appendix C.
Network Architecture. We consider four widely used neural
network architectures for image classification: ResNet50 [30],
VGG16 [31], DenseNet121 [32], and MobileNetV2 [33]. To
reduce overfitting, we follow the settings of previous stud-
ies [7], [9] when training the target models. Specifically, we
use the SGD algorithm with a learning rate of 0.1, momentum
set to 0.9, and weight decay [34] set to 5×10−4. Additionally,
we employ a cosine learning rate schedule [35] for optimiza-
tion, and apply data augmentation [36] during the training of
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the target models. The train and validation accuracy of the
target model in both settings are reported in Appendix D.

Attack Baselines. We compare our attacks against a broad
range of state-of-the-art MIAs in our experiments:
• Calibration [37] employs a technique called difficulty cal-

ibration, which adjusts the loss of the query instance by
calibrating its loss on shadow models as membership scores.

• Attack-R [38] compare the loss of query instance on the
target model with its loss on shadow out models. The
membership score is based on the ratio where the loss on the
target model is smaller than the loss on the shadow models.

• LiRA [9] exploits behavioral discrepancies in the query
instance by modeling its loss distribution as a Gaussian
estimate and uses a likelihood ratio test to compute the
membership score.

• Canary [7] enhances LiRA by using adversarial learning to
optimize the query instance for inference.

• RMIA [14] calculates the membership score based on the
success ratio of pairwise likelihood ratio tests between the
query instance and random instances from the population.

• RAPID [8] combines both the loss and the calibrated
loss [37] to train a neural network for membership inference.
LiRA and Canary use different strategies for adaptive and

non-adaptive settings. We distinguish between their versions
based on the experimental context. In the non-adaptive setting,
in addition to these attacks, we also compare PMIA with the
following attacks that do not rely on shadow training:
• LOSS [15] uses the loss of the query instance as the score.
• Entropy [39] leverages a modified prediction entropy esti-

mation as the membership score.

Evaluation Procedures. For the adaptive setting, we fol-
low [7], [9] split each dataset into two disjoint subsets: D1 and
D2. We randomly sample 50% of D1 to train the target model,
and D2 is used as the validation set to prevent overfitting
during training. The adversary is provided with the same D1

to prepare their attack, and the query set Dquery is also set
to be the same (i.e., Dadapt

adv = Dquery = D1). For the non-
adaptive setting, we follow [8], [13] and divide each dataset
into two disjoint subsets, one as the query set and the other
as the adversary’s dataset, ensuring that the adversary cannot
access queries when training shadow models. Each of these
subsets is further split into training and validation sets to train
the target model and shadow models. The details about the
data split are in Table XII and Table XIII.

Evaluation Metrics. Following previous studies [9], [14],
we focus on evaluating the attack performance on the low
false positive rate regime. Specifically, we use the following
evaluation metrics for our experiments:
• TPR@0.001%FPR. It directly reflects the extent of privacy

leakage of the model by allowing only one (or a few) false
positives to compute the true positive rate.

• TPR@0.1%FPR. This is a relaxed version of the previous
metric, allowing more false-positive samples for evaluation.

• Balanced Accuracy. This metric measures how often an
attack correctly predicts membership (average case).

Attack Setup. We use the same techniques as LiRA [9] to
train shadow models, ensuring that each instance appears in
exactly half of the training sets for the shadow models. The
performance of shadow-based MIAs depends on the number
of shadow models used. Through experimentation, we find
that LiRA and Canary benefit from training a larger number
(e.g., 256) of shadow models, while other methods plateau
after a smaller number of shadow models. Thus, we identify
the optimal number of shadow models for each attack method
individually. For CMIA, we train the same number of shadow
models as the base attack for each cascading iteration. For
PMIA, we train a fixed set of 256 shadow models. The hyper-
parameters are set according to the original implementations,
and we report the average metrics over five runs with different
random seeds as the final results.

B. Evaluation of CMIA

Main Results. We apply CMIA with six SOTA MIAs across
four image datasets. As shown in Table I, CMIA consistently
boosts all attacks across datasets, particularly in the low
false-positive rate regime. For example, CMIA enhances the
performance of LiRA by 5× at a false-positive rate of 0.001%
and boosts the Calibration attack by 7× at the same FPR on
MNIST. These results represent a substantial advancement, as
such datasets were previously considered difficult to attack.
In addition, we find that CMIA can elevate previously weak
attacks to a level comparable to strong ones. For instance,
CMIA boosts the Calibration attack from 0.19% to 0.55% at
a false-positive rate of 0.1% on MNIST, nearly matching the
performance of LiRA (i.e., 0.56% at the same FPR). The Re-
ceiver Operating Characteristic (ROC) curve [40] and results
on other model architectures are reported in Appendix E.

Improvement per Cascading Iteration. We analyze the
performance of each iteration in CMIA. Specifically, we use
LiRA as the base attack and examine its performance across
each iteration, as shown in Figure 3. The results demonstrate
a gradual improvement in performance with each additional
iteration, while the number of identified anchors increases
until reaching the stopping criterion. Notably, the most sig-
nificant improvements occur during the first few iterations.
For example, adding just one cascading iteration increases
the true-positive rate from 0.12% to 0.41% on MNIST, with
similar improvements observed for CIFAR-100. This pattern
likely emerges because identifying anchors is easier in early
iterations, whereas it is increasingly difficult to reliably predict
memberships for remaining instances.

Efficiency Analysis. While CMIA achieves impressive attack
performance, Table III shows that it incurs a significantly
higher computational cost than the base attack (i.e., , LiRA).
To improve this trade-off, we explore three strategies:
• Execute with Fewer Iterations. Most of CMIA’s performance

gains occur in the early iterations. Thus, reducing the
cascading iterations can still achieve strong performance.

• Optimize the Computational Budget. The intermediate
shadow models of CMIA are primarily used for identifying
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TABLE I: Performance comparison of adaptive attacks using CMIA on ResNet50 trained on four image datasets (i.e., MNIST,
Fashion-MNIST, CIFAR-10, and CIFAR-100). For each method, results are provided for both the original attack and the
enhanced version using CMIA. %Imp. denotes the relative improvement of CMIA over the baseline. The best result is in bold.

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

Calibration
Base 0.01% 0.52% 0.28% 1.48% 0.19% 2.23% 1.02% 5.51% 51.05% 54.21% 54.62% 61.18%
CMIA 0.08% 1.24% 0.59% 3.81% 0.55% 4.72% 3.65% 8.52% 52.21% 55.37% 56.13% 64.09%
%Imp. 700.00% 138.46% 110.71% 157.43% 189.47% 111.66% 257.84% 54.63% 2.27% 2.14% 2.76% 4.76%

Attack-R
Base 0.00% 0.00% 0.21% 1.40% 0.10% 0.00% 1.30% 4.82% 52.15% 57.83% 54.26% 62.13%
CMIA 0.00% 0.00% 0.45% 2.01% 0.37% 0.00% 1.95% 6.04% 52.95% 58.48% 55.48% 63.93%
%Imp. - - 114.29% 43.57% 270.00% - 50.00% 25.31% 1.53% 1.12% 2.25% 2.90%

LiRA
Base 0.12% 2.72% 2.64% 23.15% 1.23% 6.28% 8.45% 37.62% 51.26% 58.28% 62.52% 82.05%
CMIA 0.77% 4.42% 3.86% 36.74% 2.10% 8.34% 9.71% 45.37% 52.67% 60.91% 63.83% 84.89%
%Imp. 541.67% 62.50% 46.21% 58.70% 70.73% 32.80% 14.91% 20.60% 2.75% 4.51% 2.10% 3.46%

Canary
Base 0.15% 2.95% 2.36% 25.78% 1.28% 6.65% 8.12% 38.25% 53.76% 58.94% 62.60% 83.11%
CMIA 0.84% 4.73% 3.61% 37.85% 2.48% 8.47% 9.02% 45.96% 55.60% 61.07% 63.81% 84.72%
%Imp. 460.00% 60.34% 52.97% 46.82% 93.75% 27.37% 11.08% 20.16% 3.42% 3.61% 1.93% 1.94%

RMIA
Base 0.21% 2.05% 1.43% 10.72% 0.96% 4.71% 5.24% 30.13% 52.99% 58.16% 62.05% 80.64%
CMIA 0.52% 3.56% 2.05% 14.67% 1.62% 5.81% 6.05% 37.51% 53.51% 60.90% 62.49% 82.53%
%Imp. 147.62% 73.66% 43.36% 36.85% 68.75% 23.35% 15.46% 24.49% 0.98% 4.71% 0.71% 2.34%

RAPID
Base 0.23% 1.31% 0.56% 9.83% 0.79% 3.44% 3.12% 21.69% 52.44% 58.40% 59.58% 75.83%
CMIA 0.48% 2.45% 0.94% 11.83% 1.24% 4.73% 4.75% 25.90% 52.97% 58.51% 59.77% 78.52%
%Imp. 108.70% 87.02% 67.86% 20.35% 56.96% 37.50% 52.24% 19.41% 1.01% 0.19% 0.32% 3.55%
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Fig. 3: The impact of number of cascading iterations in CMIA.

anchors rather than full membership inference. Thus, we can
reduce the number of shadow models trained per iteration
and increase the iterations to take advantage of the cascading
framework (denoted as CMIAopt).

• Lightweight Attacks for Anchor Selection. A lightweight
attack (i.e., LOSS attack [15]) can be used for anchor
selection, followed by a stronger attack (i.e., LiRA) for
inference (denoted as CMIAloss).
We evaluate these strategies on MNIST and CIFAR-10 using

a cluster with 8 A100 GPUs. As shown in Figure 4, LiRA
saturates after 2 and 5 hours (corresponding to 256 shadow
models), whereas our proposed methods achieve higher accu-
racy within the same budget. Notably, CMIAopt surpasses LiRA
while training only 64 shadow models per iteration. Further,
CMIAloss proves effective without requiring any additional
model training. Overall, these enhancements allow CMIA to
offer a better efficiency and effectiveness trade-off.

C. Evaluation of PMIA

Main Results. We compare PMIA with SOTA MIAs in the
non-adaptive setting. The results for ResNet50 are shown in
Table II, while performance on other model architectures and
the ROC curves are provided in Appendix F. It is observed
that PMIA achieves the best attack performance across all
datasets. For example, it achieves a true-positive rate of 5.90%
at a false-positive rate of 0.001% on CIFAR-100, which is
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Fig. 4: Efficiency analysis of CMIA with LiRA as the base at-
tack. CMIAopt optimize the computation efficiency by training
64 shadow models per iteration. CMIAloss utilizes the LOSS
attack [15] to identify anchors for cascading attack.

at least twice as high as the best-performing baseline (i.e.,
RMIA). Despite using the same likelihood estimator as LiRA,
PMIA significantly outperforms it. This improvement stems
from PMIA’s use of the approximated likelihood ratio for
membership prediction, while LiRA offline relies on a one-
sided hypothesis.

Efficiency Analysis. We analyze its computational cost in two
phases: preparation and inference. In the preparation phase,
PMIA trains the same number of shadow models (e.g., 256)
as LiRA. While this step is quite expensive, it only needs
to be performed once. The more critical phase is inference,
where the adversary must respond quickly to any queries.
In Table VI, we report the total inference time cost for all
attacks on MNIST. PMIA responds faster than RMIA and
RAPID, demonstrating strong inference efficiency. As a result,
the overall runtime of PMIA (prepare and inference) is only
marginally greater than that of LiRA, as shown in Table III.

D. Ablation Study

Impact of Hyperparameters for CMIA. We vary the number
of cascading iterations K and stopping criterion δ in CMIA
to investigate its impact. The results on CIFAR-10 are shown
in Table IV. As illustrated, increasing the number of iterations
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TABLE II: Performance comparison of non-adaptive attacks on ResNet50 trained on four image datasets. The %Imp. indicates
the relative improvement of PMIA compared to the strongest baseline (underlined).

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

LOSS 0.01% 0.01% 0.00% 0.00% 0.08% 0.09% 0.00% 0.00% 52.81% 61.51% 63.35% 78.20%
Entropy 0.01% 0.01% 0.00% 0.00% 0.08% 0.10% 0.00% 0.21% 52.80% 61.16% 63.08% 78.05%
Calibration 0.05% 0.06% 0.08% 1.08% 0.34% 0.45% 1.03% 2.83% 52.51% 55.10% 57.96% 66.10%
Attack-R 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 52.62% 58.47% 63.46% 77.36%
LiRA 0.09% 0.05% 0.03% 0.98% 0.30% 0.67% 0.78% 8.56% 50.54% 53.11% 58.97% 73.25%
Canary 0.11% 0.08% 0.03% 1.78% 0.30% 1.02% 0.77% 7.35% 51.01% 53.79% 58.77% 73.93%
RMIA 0.17% 0.05% 0.41% 2.73% 0.51% 1.25% 2.60% 6.64 52.78% 58.96% 62.72% 77.53%
RAPID 0.09% 0.15% 0.15% 1.16% 0.45% 0.44% 1.34% 3.14% 52.05% 58.42% 61.39% 78.49%

PMIA 0.31% 0.17% 1.20% 5.90% 1.01% 2.80% 3.29% 11.5% 52.87% 61.56% 64.34% 80.4%
%Imp. 82.35% 13.33% 192.68% 116.12% 98.04% 124.00% 26.54% 34.35% 0.11% 0.08% 1.39% 2.43%

TABLE III: Runtime comparison of the proposed methods,
measured in hours on a cluster of 8 A100 GPUs. CMIA is
measured using LiRA as the base attack.

MNIST FMNIST C-10 C-100 Purchase Texas

LiRA 2.25 3.52 5.82 10.20 1.02 1.15
CMIA 13.30 17.53 34.83 71.48 5.14 5.93
PMIA 2.30 3.58 5.85 10.40 1.09 1.18

TABLE IV: Impact of the hyperparamters K and δ in CMIA.

K δ TPR @ 0.001%FPR TPR @ 0.1%FPR Balanced Accuracy

5 15 3.10% 8.90% 62.71%
5 30 3.18% 8.92% 62.84%
5 60 2.97% 8.65% 62.58%

10 15 3.88% 9.67% 63.80%
10 30 3.86% 9.71% 63.83%
10 60 3.12% 9.03% 62.77%

K generally improves performance. A strict stopping criterion
(e.g., δ = 60) tends to halt the cascading process prematurely,
leading to degraded results. On the other hand, a relaxed
criterion (e.g., δ = 15) would increase cascading iterations
with marginal gains. Overall, we find that K = 10 and δ = 30
provide a good trade-off between effectiveness and efficiency.

Impact of Thresholds Selection for CMIA. We vary the
threshold τout and investigate its impact. Specifically, we rank
the membership scores and select the r-th lowest score among
the members as τout, where r presents the tolerance level. We
then vary r and report the performance and anchor size for
MNIST and CIFAR-100. As shown in Table V, performance
initially improves as r increases, but drops as it increases
further. This happens because increasing the tolerance allows
for more anchors for generating conditional shadow models,
but also increases false negatives. The optimal trade-off occurs
around r = 10, where sufficient anchor samples are selected
for shadow training without introducing too many errors. We
use the strictest possible selection for τin (i.e., no false positives
are allowed) because allowing false positives would directly
degrade the performance on metrics like TPR at low FPR.

Impact of Selecting Proxy Data. In PMIA, we consider three
proxy selection strategies at the global, class, and instance
levels. Figure 5 illustrates the performance of these proxy
selection strategies on the MNIST and CIFAR-100 datasets.
All approaches significantly outperform LiRA, highlighting
the importance of selecting proxies for attacks. We observe

TABLE V: Impact of the threshold parameter r in CMIA. A
larger r introduces more false negatives for anchor selections.

r
# Identified Anchors TPR @ 0.1%FPR TPR @ 0.001%FPR
MNIST CIFAR-100 MNIST CIFAR-100 MNIST CIFAR-100

1 245 1851 0.22% 23.68% 1.23% 38.95%
5 573 3124 0.50% 26.88% 1.82% 41.57%

10 1310 9512 0.77% 36.74% 2.10% 45.96%
15 1507 13435 0.69% 38.12% 1.74% 48.41%
20 1863 15941 0.51% 34.31% 1.45% 43.59%
25 2437 17064 0.43% 31.51% 1.20% 41.14%
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Fig. 5: The impact of selecting different proxy data in PMIA.
The y-axis range is adjusted to enhance visibility.

a notable performance improvement when using proxy data
from the same class, compared to using the entire adversary’s
dataset as proxies. In CIFAR-100, performance improves when
using similar images as proxy data; however, this improvement
is not observed in MNIST. We attribute this discrepancy
to the lack of diversity in the MNIST dataset, making the
instance-level proxy data less distinct and offering minimal
improvement over the class-level proxy. Additionally, we find
that instance-level proxying is robust to the number of similar
images selected, with comparable performance observed when
using the top 1, 5, or 10 most similar images as proxies.

Mismatched Model Architecture. We examine how our
attack is affected when the attacker is unaware of the exact
training procedure used for the target model. Specifically, we
explore the impact of varying the target model’s architecture
on the performance of both CMIA and PMIA attacks. As
shown in Figure 6, our attack performs best when the attacker
trains shadow models with the same architecture as the target
model, and using a different model (e.g., VGG16 instead of
ResNet50) has only a minimal effect on the attack’s effective-
ness. However, we observe a notable decrease in performance
when using MobileNetV2. This decrease can be attributed to
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TABLE VI: Membership inference time cost of non-adaptive attacks against a ResNet50 model on MNIST.

Attack Method LOSS Entropy Calibration Attack-R LiRA Canary RMIA RAPID PMIA

Inference Cost/seconds 1.23 2.52 1.85 3.03 10.47 > 400,000 49.5 31.5 15.8
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Fig. 6: The impact of architecture differences between the
target model and the shadow models trained on CIFAR-100.

the inherent differences in the architectures: in MobileNetV2,
the number of channels in the feature map increases and
then decreases, which contrasts with other model architectures.
Similar results have been reported in previous studies [8], [9].

Attack with Distribution Shift. In our experiments so far, we
assume that the adversary has access to the same underlying
distribution as the target model’s training datasets. However,
in a real attack, the adversary’s data is likely not perfectly
aligned with the target’s training data. We now explore this
more realistic scenario to assess its impact. Specifically, we
follow prior work [8], [9] and conduct following experiments:
• Dtarget = Dattack. Both the target and shadow models are

trained using disjoint subsets of the CIFAR-10 dataset. This
follows the non-adaptive setting in our main experiments.

• Dtarget ̸= Dattack. The target model is trained on a subset of
CIFAR-10, while the shadow models use the ImageNet [41]
portion of the CINIC-10 [42]. This creates a distribution
shift between the target’s data and the adversary’s data.
We train the same number of shadow models in both set-

tings, and apply the proposed PMIA for attack. Figure 7 shows
that the distribution shift between the attacker’s and target’s
training data leads to a noticeable decrease in performance,
particularly for TPR at 0.1% FPR. This decrease can be at-
tributed to errors in proxy data selection: when instances in the
shadow dataset differ significantly from the query instances,
using them as proxies introduces more approximation errors.
However, even in this more challenging setting, PMIA still
outperforms most baselines on balanced accuracy.

E. Additional Investigations

Attack on Non-image Datasets. We also evaluate the
attack performance on two non-image datasets to demonstrate
the generality of the proposed attacks. Specifically, we train
multilayer perceptrons (MLPs) on the Purchase and Texas
datasets [1]. For CMIA, we use LiRA as the base model
and apply the cascading framework. For PMIA, we employ
the Wasserstein distance to select the top 10 proxy models
for each query instance. The attack performance under both
adaptive and non-adaptive settings is presented in Table VII.

ResNet50
VGG16

DenseNet121

MobileNetV2

Model Architecture

0.2

0.4

0.6

0.8

1.0

Ac
cu

ra
cy

target = attack

target attack

(a) Balanced Accuracy

ResNet50
VGG16

DenseNet121

MobileNetV2

Model Architecture

10 3

10 2

10 1

100

TP
R 

@
 0

.1
%

 F
PR target = attack

target attack

(b) TPR @ 0.1% FPR

Fig. 7: The impact of distribution shift between the target
model training dataset and the attacker’s dataset on PMIA.

TABLE VII: Performance comparison on non-image datasets.
CMIA employs LiRA as the base attack. CMIA and PMIA
outperform state-of-the-art MIAs on both attack settings.

TPR @ 0.001%FPR TPR @ 0.1%FPR Balanced Accuracy
Purchase Texas Purchase Texas Purchase Texas

Adaptive Setting

LiRA 1.26% 10.28% 11.33% 24.24% 85.95% 90.10%
RMIA 0.41% 5.37% 4.73% 10.63% 84.62% 89.68%
RAPID 0.33% 9.64% 4.16% 15.73% 84.05% 90.05%

CMIA 2.08% 17.34% 15.64% 27.38% 86.36% 90.92%

Non-Adaptive Setting

LiRA 0.01% 0.04% 0.06% 0.17% 62.12% 65.03%
RMIA 0.03% 0.12% 0.14% 0.46% 72.36% 80.52%
RAPID 0.03% 0.10% 0.17% 0.49% 73.72% 81.31%

PMIA 0.05% 0.42% 2.28% 5.72% 78.38% 87.10%

As shown, both CMIA and PMIA consistently outperform
existing attacks, particularly in TPR at low FPR.

Impact of Join MIA. We experiment to illustrate the im-
pact of joint membership dependence on attack performance.
Specifically, we use the MNIST dataset and partition the
60,000 membership queries into the following scenarios: (a) a
single set of 60,000 instances, (b) 6 sets with 10,000 instances
each, (c) 60 sets, (d) 600 sets, and (e) 60,000 individual
queries (i.e., no dependence is exploited). We employ CMIA
with LiRA as the base attack and evaluate the overall attack
performance under each scenario. As shown in Table IX,
the attack performance consistently degrades from (a) to (e),
demonstrating the importance of modeling joint membership
dependence for achieving strong performance.

Potential Improvements of CMIA. One potential improve-
ment of CMIA is to adopt a sampling strategy that better
aligns with Gibbs sampling. Specifically, for each iteration,
we generate conditional shadow datasets by sampling each
instance with a probability proportional to its membership
score. We implemented this approach (called CMIAGibbs) and
compared it with CMIA using the same computational budget
(i.e., a maximum of 10 iterations). As shown in Table VIII,
CMIA consistently outperforms CMIAGibbs across four image
datasets. We attribute this to the limited computations: while
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TABLE VIII: Performance comparison of CMIA and CMIAGibbs (detailed in Section V-E) on a ResNet50 trained on four
benchmark datasets. LiRA is used as the base attack for both methods. The maximum number of iterations is set to 10.

TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

CMIA 0.77% 4.42% 3.86% 36.74% 2.10% 8.34% 9.71% 45.37% 52.67% 60.91% 63.83% 84.89%
CMIAGibbs 0.35% 3.13% 2.85% 29.52% 1.80% 7.82% 8.98% 40.05% 52.04% 59.58% 63.29% 84.02%

TABLE IX: Impact of joint membership inference on MNIST.

# Queries #Instance per query TPR @ 0.001% FPR TPR @ 0.1% FPR

1 60,000 0.77% 2.10%
6 10,000 0.69% 2.05%
60 1,000 0.45% 1.70%

600 100 0.27% 1.45%
60,000 1 0.12% 1.23%
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Fig. 8: The impact of the number of shadow models for PMIA.
The y-axis range is adjusted to enhance visibility.

CMIAGibbs aligns more closely with the spirit of Gibbs sam-
pling, it requires significantly more iterations to be effective.

Impact of Number of Shadow Models for PMIA. In Fig-
ure 8, we vary the number of shadow models from 32 to
256 and find that PMIA is quite robust: the performance drop
is less significant compared to LiRA. This robustness stems
from using a set of proxy data to approximate the likelihood.
By leveraging more data to approximate the confidence score
distribution for normal distribution estimation, PMIA remains
effective even when trained with fewer shadow models.

Attack Against DP-SGD. Machine learning with differential
privacy [43] is an effective defense mechanism against privacy
attacks, including MIAs. We follow [8], [9] and assess the
effectiveness of the DP-SGD against our attack. Specifically,
we fix the clipping norm C as 10 and test CMIA and PMIA on
a ResNet50 model trained on CIFAR-10. As shown in Table X,
even when only the gradient norm is applied without adding
noise, the model’s accuracy and the effectiveness of our attack
are significantly reduced. We observe that as the noise level
increases, the improvement of CMIA compared to the base
attack diminishes. This is because CMIA relies on identifying
highly probable samples to perform cascading attacks on
remaining instances. When selecting reliable anchors becomes
difficult, the benefit of the cascading framework decreases.
Nevertheless, CMIA consistently outperforms the base attack
under all evaluated DP settings. We also evaluate the impact
of DP-SGD in the non-adaptive setting in Table XI and
observe similar patterns: as the privacy level increases, attack
performance drops for all methods, and the gap between
attacks narrows. Nevertheless, PMIA still outperforms existing
MIAs in the low false-positive regime.

TABLE X: Effectiveness of using DP-SGD against CMIA with
different privacy budgets trained on CIFAR-10. σ is the noise
multiplier and ε is the privacy budget for DPSGD.

Clipping norm C = 10 Model Acc TPR @ 0.1% FPR (%)

σ ε Base (LiRA) CMIA

No defense - - 90.05% 8.45% 9.71%

0 ∞ 81.86% 1.36% 2.80%
0.2 > 1000 48.62% 0.29% 0.35%

DP-SGD 0.5 31 36.45% 0.21% 0.29%
1.0 4 30.48% 0.14% 0.18%

TABLE XI: Attack performance of PMIA against a ResNet50
model trained on CIFAR-10 using DP-SGD.

TPR @ 0.1% FPR (%) Balanced Accuracy

σ = 0.2 σ = 0.5 σ = 0.2 σ = 0.5

LOSS 0.02% 0.01% 51.36% 51.20%
Entropy 0.05% 0.04% 51.77% 51.62%

Calibration 0.10% 0.12% 51.72% 51.64%
Attack-R 0.00% 0.00% 51.79% 51.60%

LiRA 0.13% 0.11% 50.13% 50.42%
Canary 0.12% 0.10% 50.34% 50.38%
RMIA 0.16% 0.12% 51.77% 52.10%
RAPID 0.11% 0.13% 51.81% 51.96%

PMIA 0.24% 0.20% 51.55% 51.83%

VI. RELATED WORK

Neural networks have been shown to be vulnerable to leak-
ing sensitive information about their training data. A variety
of attacks [5], [44], [45] have been proposed to quantify the
extent of data leakage and assess the associated privacy risks.
In this paper, we focus on the membership inference attack
(MIA) [1], which predicts whether specific instances were
included in the target model’s training set. Closedly connected
to Differential Privacy [2], [46], MIA has become a widely
used tool to audit training data privacy of ML models [3], [4],
[47], [48]. The first MIA against ML models was introduced
by [1], which also proposed the technique of shadow training.
MIAs and shadow training have since been extended to various
scenarios, including white-box [10], [24], [49], black-box [11],
[16], [39], [50]–[52], label-only access [53], [54], and model
distillation [55]. Depending on when the adversary trains
shadow models, MIAs can be categorized into two groups:

Adaptive MIAs. In the adaptive setting, the adversary is al-
lowed to perform instance-by-instance analysis of the model’s
behavior by training additional predictors [10] or conducting
hypothesis testing [7], [9], achieving state-of-the-art attack
performance. However, these MIAs typically determine the
membership of instances independently, which fails to con-
sider the inherent dependencies between instances.

Non-Adaptive MIAs. Some studies [12], [14] argue that
adaptive attacks are inefficient due to the need to train shadow
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models for every batch of queries. In response, a series of non-
adaptive MIAs have been proposed to relax this assumption
by training shadow models (or forgoing shadow training
entirely) before accessing the query set. Several techniques
have been introduced for non-adaptive MIAs, such as score
functions [15], [39], difficulty calibration [8], [24], [37], loss
trajectory [13], [56], quantile regression [12], and hypothesis
testing [14], [38]. However, these attacks deviate from the
membership posterior odds ratio test, leading to suboptimal
attack performance.

Recent research [9], [57] has emphasized evaluating attacks
by calculating their true positive rate at a significantly low false
positive rate, and most existing MIAs perform poorly under
this evaluation paradigm. In Section IV-A we provide theoret-
ical insights into the rationale behind these evaluation metrics.
While some literature [58] explores instance vulnerabilities to
MIAs, it does not propose an attack that leverages them. In
contrast, we theoretically analyze membership dependencies
and introduce a framework that exploits these vulnerabilities
and dependencies to mount a more powerful attack. Moreover,
the dependencies we investigate differ from group-level MIAs
[59], [60], which consider the inference target as a set of
instances. Instead, our focus lies in exploring the membership
dependencies between inference targets.

VII. DISCUSSION & CONCLUSION

In this paper, we provide a new formulation of the MIA
game and categorize existing MIAs into two categories:
adaptive and non-adaptive. Guided by theoretical analyses of
joint membership estimation and the posterior odds test, we
propose two attacks (i.e., CMIA and PMIA), one for each
setting. Extensive experiments demonstrate the efficacy of the
proposed attacks.

Our work has several limitations. First, the conditional
shadow training strategy of CMIA limits its applicability for
attacks that do not rely on shadow training. Second, our
evaluations mainly focus on classification models, leaving
the performance on generative models [61]–[63] unexamined.
Nevertheless, our work provides both theoretical insights and
practical approaches, offering new directions for MIAs.

ETHICS CONSIDERATIONS

This paper focuses on membership inference attacks using
publicly available datasets, such as MNIST and CIFAR-10,
that do not contain personally identifiable information. We do
not use any private or sensitive data, nor do we target specific
individuals or proprietary models. Although our proposed
attacks demonstrate improved attack performance, we show
that established defenses like DP-SGD remain an effective mit-
igation strategy. We emphasize that the responsible use of such
attack methods should be used responsibly to strengthen the
security and privacy of ML systems, rather than maliciously
exploiting them. We encourage the research community to use
our findings in a manner that promotes ethical research and
enhances privacy protections for users and data subjects.
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APPENDIX

A. Proof of Theorem 1

Proof. We prove this theorem by establishing that the Gibbs
sampling procedure forms a Markov chain that satisfies the
conditions for the Martingale Convergence Theorem [64].

a) Part 1: The Markov chain and its stationary distri-
bution: First, we establish that the Gibbs sampling procedure
forms a Markov chain with stationary distribution π(M |oθ) =
Pr(M |oθ).

By construction, the transition from M(t) to M(t+1) de-
pends only on the current state M(t) and not on the previous
states, satisfying the Markov property.

Let Pr(M′|M) denote the transition probability from state
M to state M′ in one complete iteration of Gibbs sampling.
To prove that π(M|oθ) is a stationary distribution, we need to
verify the detailed balance equation [65]:

π(M|oθ) Pr(M′|M) = π(M′|oθ) Pr(M|M′).

For Gibbs sampling, where we update one variable Mi at a
time, the transition probability is:

Pr(M′|M) = Pr(M ′
i |M−i, oθ) · 1[M′

−i = M−i]

where M−i represents all components except Mi.
Following the results of Liu et al. [66], the construction of

Gibbs sampling ensures:

Pr(M ′
i |M−i, oθ) =

π(M ′
i ,M−i|oθ)∑

mi
π(mi,M−i|oθ)

= π(M ′
i |M−i, oθ)

Since the conditional distribution π(Mi|M−i, oθ) is used for
sampling, the detailed balance condition is automatically sat-
isfied [67], and π(M |oθ) is indeed the stationary distribution
of the Markov chain.

b) Part 2: Convergence via Martingale theory: To es-
tablish convergence, we apply the Martingale Convergence
Theorem as presented in Meryn and Tweedie [68]. Let the
performance measure be such

|L(M, D)| <∞, M ∼ π(M|oθ).

Let M(1) ∼ π(M|oθ) and define the sequence of σ-algebras
Ft = σ(M(1),M(2), . . . ,M(t)), representing the information
available up to time t. Following Douc et al. [69], we define:

Xt = E[L(M(t), D)|Ft].

This defines a martingale, since:

E[Xt+1|Ft] = E[E[L(M(t+1), D)|Ft+1]|Ft]

= E[L(M(t+1), D)|Ft] = Xt,

since the Markov chain is in steady state. By the Martingale
Convergence Theorem [64], Xt converges almost surely to a
random variable X∞ as t→∞.

We now need to show that X∞ as t → ∞ converges for
any choice of M(1). Under mild conditions on Pr(M|oθ),
where all query instances have some non-zero probability of
being members and non-members, it ensures irreducibility and
aperiodicity of the Gibbs sampler [65], [67], and then the
Markov chain is ergodic. In this case, following the Ergodic
Theorem for Markov chains [70], we have:

X∞ = Eπ[L(M, D)].

And for the time average:

ST =
1

T

T∑
t=1

L(M(t), D),

the Law of Large Numbers for Markov chains [70] ensures:

ST
a.s.−−→ Eπ[L(M, D)]

as T →∞. This establishes that the Gibbs sampling procedure
for joint MIA converges to the correct joint membership dis-
tribution, and empirical averages computed from the samples
converge almost surely to their expected values under the
target distribution.

B. Proof of Theorem 2

Proof. From a Bayesian perspective, based on the adversary’s
observation eθ, we define the posterior probabilities as follows:

pin(xi, yi) = Pr (Mi = 1 | Q(fθ) = eθ)

= Pr ((xi, yi) ∈ D | Q(fθ) = eθ)

= Pr
(
D ∈ S+(xi,yi)

| Q(T (D)) = eθ

)
,

pout(xi, yi) = Pr (Mi = 0 | Q(fθ) = eθ)

= Pr ((xi, yi) /∈ D | Q(fθ) = eθ)

= Pr
(
D ∈ S−(xi,yi)

| Q(T (D)) = eθ

)
,

where pin(xi, yi) is the posterior probability that (xi, yi) is in
the training data and pout(xi, yi) is the posterior probability
that it is not. The adversary should maximize the posterior
probability of correctly identifying whether (xi, yi) is part of
the training set. Thus, the adversary will use the posterior odds
to infer that (xi, yi) is in the training set if:

pin(xi, yi)

pout(xi, yi)
> 1, (3)
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TABLE XII: Data splits in the adaptive setting.

MNIST FMNIST CIFAR-10 CIFAR-100 Purchase Texas

D1 D2 D1 D2 D1 D2 D1 D2 D1 D2 D1 D2

Size 60k 10k 60k 10k 50k 10k 50k 10k 160k 37k 67k 10k

TABLE XIII: Data splits in the non-adaptive setting.

Dataset Dquery D
non-adapt
adv

Train Val Train Val Reference

MNIST 11,667 11,667 11,667 11,667 23,334

FMNIST 11,667 11,667 11,667 11,667 23,334

CIFAR-10 10,000 10,000 10,000 10,000 20,000

CIFAR-100 10,000 10,000 10,000 10,000 20,000

Purchase 32,887 32,887 32,887 32,887 65,774

Texas 11,221 11,221 11,221 11,221 22,443

and it infers that (xi, yi) is not in the training set otherwise. By
the Bayesian rule, we can express the above ratio as follows:

Pr
(
D ∈ S+(xi,yi)

| Q(T (D)) = eθ

)
Pr

(
D ∈ S−(xi,yi)

| Q(T (D)) = eθ

)
=
Pr(Q(T (D)) = eθ, D ∈ S+(xi,yi)

)

Pr(Q(T (D)) = eθ, D ∈ S−(xi,yi)
)

=

∑
S∈S+

(xi,yi)
Pr(D = S) · Pr(Q(T (S)) = eθ)∑

S∈S−
(xi,yi)

Pr(D = S) · Pr(Q(T (S)) = eθ)

=
Pr(D ∈ S+(xi,yi)

)

Pr(D ∈ S−(xi,yi)
)
×∑

S∈S+
(xi,yi)

Pr(D=S)

Pr(D∈S+
(xi,yi)

)
Pr(Q(T (S)) = eθ)∑

S∈S−
(xi,yi)

Pr(D=S)

Pr(D∈S−
(xi,yi)

)
Pr(Q(T (S)) = eθ)

.

(4)

We define L(D, eθ) = Pr(Q(T (D)) = eθ) to denote the
likelihood. Stemming from Equation (3) and Equation (4), the
adversary will infer (xi, yi) is in the training set if:

ED′∼S+
(xi,yi)

L(D′, eθ)

ED′∼S−
(xi,yi)

L(D′, eθ)
>

Pr((x, y) /∈ D)

Pr((x, y) ∈ D)
.

C. Dataset Description

MNIST. MNIST [27] is a benchmark dataset for evaluating
handwritten digit classification algorithms. It contains 60,000
grayscale images of 28×28 pixels for training and 10,000
images for testing. The dataset consists of 10 classes, rep-
resenting digits from 0 to 9.
Fashion-MNIST. Fashion-MNIST (FMNIST) [28] is a
dataset designed as a more challenging replacement for
MNIST, containing 60,000 grayscale images of size 28×28
pixels for training and 10,000 images for testing. It consists
of 10 classes representing different fashion items, such as t-
shirts, trousers, and sneakers.

TABLE XIV: Prediction accuracy in the adaptive setting.

Model MNIST FMNIST C-10 C-100

Train Val Train Val Train Val Train Val

ResNet50 100.0% 99.5% 100.0% 91.3% 99.9% 90.1% 99.9% 67.9%
VGG16 100.0% 99.5% 100.0% 92.9% 99.9% 87.1% 99.9% 60.8%
DenseNet121 100.0% 99.5% 99.9% 93.3% 99.9% 89.3% 99.9% 63.4%
MobileNetV2 100.0% 99.4% 100.0% 92.4% 99.9% 88.0% 99.9% 61.0%

TABLE XV: Prediction accuracy in the non-adaptive setting.

Model MNIST FMNIST C-10 C-100

Train Val Train Val Train Val Train Val

ResNet50 100.0% 99.5% 100.0% 94.8% 99.7% 90.4% 92.3% 66.9%
VGG16 100.0% 99.7% 100.0% 95.6% 99.9% 91.7% 99.6% 72.3%
DenseNet121 100.0% 99.6% 100.0% 96.1% 99.9% 90.2% 99.9% 71.5%
MobileNetV2 100.0% 99.5% 100.0% 94.9% 99.9% 97.1% 100.0% 72.4%

CIFAR10. CIFAR-10 [29] is a benchmark dataset for general
image classification tasks, containing 60,000 color images
of size 32×32 pixels, equally distributed across 10 classes,
including animals like cats, dogs, and birds, as well as vehicles
like airplanes and trucks.
CIFAR-100. CIFAR-100 [29] is a dataset similar to CIFAR-
10 but with a greater level of complexity, as it contains 100
classes instead of 10. It also includes 60,000 color images of
size 32×32 pixels, with each class containing 600 images.
Purchase. Purchase [1] is a dataset of shopping records
with 197,324 samples of 600 dimensions. Following previous
works [1], [9], [13], we cluster these data into 100 classes to
train a Multi-Layer Perceptron (MLP) classifier.
Texas. This dataset is designed to predict a patient’s primary
medical procedure using 6,170 binary features. Following [1],
the data comprises records from 67,330 patients, with the 100
most frequent procedures used as classification labels.

D. Accuracy of the Trained Target Model

We report the training and validation accuracies of the
target model for both adaptive and non-adaptive settings in
Table XIV and Table XV, respectively.

E. Experiments of CMIA on Other Models

Here, we present the experimental results on the remaining
three model architectures in the adaptive setting. Specifically,
Table XVI shows the results for VGG16, Table XVII presents
the results for DenseNet121, and Table XVIII displays the
results for MobileNetV2. We also present the ROC curves
to better demonstrate the improvement achieved by CMIA.
Specifically, we use LiRA as the base attack and demonstrate
the improvement across four image datasets in Figure 9.

F. Experiments of PMIA on Other Models

We present the experimental results on the remaining three
model architectures in the non-adaptive setting. Specifically,
Table XIX shows the results for VGG16, Table XX presents
the results for DenseNet121, and Table XXI displays the
results for MobileNetV2. We also present the ROC curves of
non-adaptive attacks on four datasets, as shown in Figure 10.
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TABLE XVI: Performance comparison of adaptive attacks using CMIA on VGG16 trained on four image datasets.

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

Calibration
Base 0.01% 0.69% 0.46% 3.18% 0.40% 1.94% 1.67% 7.15% 50.61% 53.61% 55.17% 63.83%
CMIA 0.04% 0.94% 0.77% 5.02% 0.69% 2.58% 1.95% 8.82% 51.37% 53.94% 56.52% 65.93%
%Imp. 300.00% 36.23% 67.39% 57.86% 72.50% 32.99% 16.77% 23.36% 1.50% 0.62% 2.45% 3.29%

Attack-R
Base 0.00% 0.00% 0.00% 0.26% 0.70% 4.08% 5.07% 1.06% 51.48% 57.03% 60.04% 74.79%
CMIA 0.00% 0.00% 0.00% 0.49% 0.95% 4.95% 5.77% 2.53% 51.97% 57.74% 60.53% 75.08%
%Imp. - - - 88.46% 35.71% 21.32% 13.81% 138.68% 0.95% 1.24% 0.82% 0.39%

LiRA
Base 0.11% 2.09% 2.01% 12.95% 0.94% 5.06% 7.21% 28.70% 51.24% 58.12% 64.02% 82.07%
CMIA 0.79% 3.63% 3.02% 17.88% 1.47% 5.98% 9.18% 32.02% 52.05% 58.88% 65.47% 82.55%
%Imp. 618.18% 73.68% 50.25% 38.07% 56.38% 18.18% 27.32% 11.57% 1.58% 1.31% 2.26% 0.58%

Canary
Base 0.15% 2.16% 2.10% 12.82% 0.94% 5.38% 7.08% 27.53% 51.83% 58.49% 64.33% 81.44%
CMIA 0.82% 3.99% 3.10% 18.40% 1.51% 6.33% 9.53% 31.90% 52.33% 59.06% 65.95% 81.95%
%Imp. 446.67% 84.72% 47.62% 43.53% 60.64% 17.66% 34.60% 15.87% 0.96% 0.97% 2.52% 0.63%

RMIA
Base 0.25% 2.07% 0.00% 0.27% 1.02% 3.81% 5.06% 20.49% 51.82% 59.02% 63.82% 80.74%
CMIA 0.37% 3.11% 0.00% 0.78% 1.94% 5.07% 7.43% 25.80% 52.07% 59.73% 64.05% 81.69%
%Imp. 48.00% 50.24% - 188.89% 90.20% 33.07% 46.84% 25.92% 0.48% 1.20% 0.36% 1.18%

RAPID
Base 0.21% 1.10% 0.42% 3.02% 0.76% 3.02% 3.01% 14.03% 51.2% 56.89% 60.01% 76.82%
CMIA 0.38% 2.53% 0.79% 4.75% 1.05% 4.85% 5.72% 17.63% 51.42% 57.42% 61.04% 77.35%
%Imp. 80.95% 130.00% 88.10% 57.28% 38.16% 60.60% 90.03% 25.66% 0.43% 0.93% 1.72% 0.69%

TABLE XVII: Performance comparison of adaptive attacks using CMIA on DenseNet121 trained on four image datasets.

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

Calibration
Base 0.09% 0.54% 0.53% 2.23% 0.28% 1.53% 1.84% 6.01% 50.45% 52.95% 53.94% 62.1%
CMIA 0.18% 1.05% 0.68% 2.64% 0.39% 2.03% 2.07% 6.85% 51.42% 53.49% 54.90% 62.5%
%Imp. 100.00% 94.44% 28.30% 18.39% 39.29% 32.68% 12.50% 13.98% 1.92% 1.02% 1.78% 0.64%

Attack-R
Base 0.00% 0.00% 0.00% 0.00% 0.74% 3.51% 0.04% 0.93% 51.02% 56.14% 59.52% 74.88%
CMIA 0.00% 0.00% 0.00% 0.00% 1.13% 4.62% 0.15% 2.83% 51.95% 57.17% 60.29% 75.63%
%Imp. - - - - 52.70% 31.62% 275.00% 204.30% 1.82% 1.83% 1.29% 1.00%

LiRA
Base 0.23% 2.01% 2.74% 10.05% 1.02% 6.05% 8.03% 24.60% 51.06% 58.46% 63.45% 80.09%
CMIA 0.36% 2.80% 3.33% 13.67% 1.36% 7.18% 10.85% 28.64% 51.50% 58.80% 63.84% 81.68%
%Imp. 56.52% 39.30% 21.53% 36.02% 33.33% 18.68% 35.12% 16.42% 0.86% 0.58% 0.61% 1.99%

Canary
Base 0.31% 2.17% 2.77% 10.16% 0.97% 6.28% 8.16% 24.73% 51.53% 58.92% 63.58% 80.12%
CMIA 0.39% 3.04% 3.51% 13.48% 1.29% 7.25% 11.01% 28.41% 51.73% 59.00% 63.75% 81.50%
%Imp. 25.81% 40.09% 26.71% 32.68% 32.99% 15.45% 34.93% 14.88% 0.39% 0.14% 0.27% 1.72%

RMIA
Base 0.28% 1.04% 0.54% 0.29% 0.94% 4.06% 3.60% 1.84% 51.04% 58.07% 62.04% 79.11%
CMIA 0.33% 1.97% 0.66% 0.77% 1.42% 4.66% 4.15% 3.63% 51.99% 58.86% 62.38% 79.57%
%Imp. 17.86% 89.42% 22.22% 165.52% 51.06% 14.78% 15.28% 97.28% 1.86% 1.36% 0.55% 0.58%

RAPID
Base 0.12% 1.36% 1.05% 5.48% 0.65% 3.75% 3.81% 13.09% 51.39% 57.02% 59.20% 78.01%
CMIA 0.37% 2.04% 1.98% 5.96% 1.33% 4.40% 4.63% 17.73% 51.96% 57.77% 60.12% 79.04%
%Imp. 208.33% 50.00% 88.57% 8.76% 104.62% 17.33% 21.52% 35.45% 1.11% 1.32% 1.55% 1.32%

TABLE XVIII: Performance comparison of adaptive attacks using CMIA on MobileNetV2 trained on four image datasets.

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

Calibration
Base 0.10% 0.00% 0.43% 1.73% 0.35% 1.62% 1.56% 6.32% 51.35% 54.21% 55.53% 64.3%
CMIA 0.42% 0.00% 0.72% 3.03% 0.77% 1.93% 2.00% 8.84% 51.92% 54.83% 55.76% 65.78%
%Imp. 320.00% - 67.44% 75.14% 120.00% 19.14% 28.21% 39.87% 1.11% 1.14% 0.41% 2.30%

Attack-R
Base 0.00% 0.00% 0.00% 0.14% 0.00% 0.00% 0.92% 2.85% 51.52% 56.56% 58.69% 74.63%
CMIA 0.00% 0.00% 0.00% 0.43% 0.00% 0.00% 1.26% 4.48% 51.96% 56.84% 58.88% 75.12%
%Imp. - - - 207.14% - - 36.96% 57.19% 0.85% 0.50% 0.32% 0.66%

LiRA
Base 0.18% 1.01% 2.33% 11.52% 1.02% 4.01% 6.01% 23.90% 51.73% 58.62% 62.04% 80.08%
CMIA 0.64% 2.17% 3.02% 16.90% 1.72% 5.36% 7.23% 30.65% 52.24% 59.61% 62.65% 81.69%
%Imp. 255.56% 114.85% 29.61% 46.70% 68.63% 33.67% 20.30% 28.24% 0.99% 1.69% 0.98% 2.01%

Canary
Base 0.16% 1.25% 2.37% 12.07% 1.05% 4.04% 6.12% 24.07% 51.77% 58.61% 62.53% 80.17%
CMIA 1.53% 2.46% 3.18% 17.74% 1.85% 5.77% 7.35% 31.02% 52.31% 59.99% 62.98% 81.72%
%Imp. 856.25% 96.80% 34.18% 46.98% 76.19% 42.82% 20.10% 28.87% 1.04% 2.35% 0.72% 1.93%

RMIA
Base 0.17% 1.83% 0.10% 3.74% 1.23% 3.05% 1.18% 6.38% 52.43% 59.07% 61.01% 79.64%
CMIA 0.43% 2.84% 0.27% 5.06% 1.83% 4.49% 1.99% 8.62% 52.62% 59.82% 61.49% 80.81%
%Imp. 152.94% 55.19% 170.00% 35.29% 48.78% 47.21% 68.64% 35.11% 0.36% 1.27% 0.79% 1.47%

RAPID
Base 0.23% 0.64% 0.32% 5.31% 1.08% 3.01% 2.93% 14.73% 52.16% 58.57% 59.39% 76.28%
CMIA 0.41% 1.05% 0.52% 7.29% 2.05% 4.21% 3.40% 20.39% 52.36% 58.90% 59.74% 77.58%
%Imp. 78.26% 64.06% 62.50% 37.29% 89.81% 39.87% 16.04% 38.42% 0.38% 0.56% 0.59% 1.70%
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Fig. 9: The ROC curves of LIRA and CMIA (base: LiRA) on ResNet50 models trained on four image datasets.
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Fig. 10: The ROC curves of non-adaptive attack results on ResNet50 models trained on four image datasets.

TABLE XIX: Performance comparison of non-adaptive attacks on VGG16 trained on four image datasets.

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

LOSS 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 0.16% 52.18% 59.03% 64.86% 85.68%
Entropy 0.00% 0.00% 0.00% 0.05% 0.00% 0.01% 0.02% 0.23% 52.02% 59.05% 67.56% 88.09%
Calibration 0.07% 0.07% 0.01% 1.53% 0.27% 1.30% 1.60% 4.52% 52.15% 54.79% 58.61% 68.21%
Attack-R 0.00% 0.00% 0.00% 0.00% 0.33% 0.00% 0.00% 0.00% 52.01% 57.60% 64.19% 82.89%
LiRA 0.00% 0.00% 0.00% 2.95% 0.00% 0.29% 1.51% 9.83% 50.41% 51.98% 56.68% 78.51%
Canary 0.00% 0.00% 0.02% 3.58% 0.00% 0.37% 1.93% 10.15% 50.77% 51.34% 56.69% 80.04%
RMIA 0.13% 0.08% 0.24% 5.74% 0.32% 1.78% 3.42% 10.12% 51.94% 57.78% 64.46% 75.53%
RAPID 0.08% 0.04% 0.13% 0.28% 0.25% 0.15% 2.73% 10.78% 52.07% 58.49% 60.88% 82.52%

PMIA 0.16% 0.12% 0.65% 9.00% 0.46% 3.09% 5.22% 26.21% 52.27% 59.76% 67.68% 88.93%
%Imp. 23.08% 50.00% 170.83% 56.79% 39.39% 73.60% 52.63% 143.14% 0.01% 1.20% 0.18% 0.95%

TABLE XX: Performance comparison of non-adaptive attacks on DenseNet121 trained on four images datasets.

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

LOSS 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 52.15% 56.55% 61.57% 86.53%
Entropy 0.00% 0.00% 0.00% 0.00% 0.00% 0.15% 0.12% 0.13% 52.07% 56.43% 61.43% 87.61%
Calibration 0.00% 0.12% 0.10% 1.63% 0.51% 0.83% 0.78% 4.70% 52.36% 54.06% 59.78% 69.41%
Attack-R 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 52.15% 56.06% 62.13% 83.46%
LiRA 0.00% 0.13% 0.00% 5.73% 0.60% 0.42% 0.78% 12.05% 51.05% 52.96% 59.56% 79.41%
Canary 0.00% 0.21% 0.00% 5.87% 0.62% 0.51% 0.93% 12.18% 51.12% 53.18% 59.38% 79.80%
RMIA 0.01% 0.23% 0.22% 3.21% 0.82% 1.05% 1.21% 11.83% 52.41% 56.62% 62.06% 76.17%
RAPID 0.01% 0.20% 0.18% 3.05% 0.84% 0.93% 0.92% 10.84% 51.93% 55.17% 60.25% 77.89%

PMIA 0.19% 0.27% 0.26% 9.75% 1.23% 1.25% 2.45% 19.70% 52.64% 56.70% 62.94% 89.07%
%Imp. 1800.00% 17.39% 18.19% 66.10% 48.80% 19.05% 102.48% 61.74% 0.44% 1.14% 1.30% 1.67%

TABLE XXI: Performance comparison of non-adaptive attacks on MobileNetV2 trained on four image datasets.

Method TPR @ 0.001% FPR TPR @ 0.1% FPR Balanced Accuracy

MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100 MNIST FMNIST C-10 C-100

LOSS 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 54.60% 64.45% 72.61% 88.55%
Entropy 0.00% 0.00% 0.00% 0.00% 0.00% 0.01% 0.00% 0.00% 54.61% 64.37% 74.41% 89.92%
Calibration 0.00% 0.16% 0.35% 1.53% 0.53% 0.92% 1.57% 4.81% 53.70% 57.21% 60.71% 69.85%
Attack-R 0.00% 0.00% 0.00% 0.00% 0.83% 0.00% 0.00% 0.00% 52.96% 59.94% 69.43% 84.20%
LiRA 0.00% 0.00% 0.47% 0.15% 0.32% 0.78% 3.71% 12.65% 50.22% 51.92% 62.63% 80.04%
Canary 0.00% 0.02% 0.53% 0.23% 0.35% 0.92% 3.85% 13.73% 50.89% 52.38% 63.61% 81.09%
RMIA 0.13% 0.25% 0.80% 3.18% 0.86% 1.24% 3.12% 13.12% 54.17% 61.62% 68.60% 78.57%
RAPID 0.07% 0.38% 0.52% 2.57% 0.75% 2.01% 2.96% 7.98% 54.61% 62.38% 62.41% 80.72%

PMIA 0.56% 2.25% 3.34% 6.15% 1.15% 4.15% 6.30% 22.89% 54.89% 64.49% 75.81% 91.2%
%Imp. 330.77% 492.11% 317.50% 93.40% 33.72% 106.47% 63.64% 66.72% 0.51% 0.06% 1.88% 1.42%
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