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Abstract

Machine unlearning (MU) removes specific data points
or concepts from deep learning models to enhance pri-
vacy and prevent sensitive content generation. Adversar-
ial prompts can exploit unlearned models to generate con-
tent containing removed concepts, posing a significant secu-
rity risk. However, existing adversarial attack methods still
face challenges in generating content that aligns with an
attacker’s intent while incurring high computational costs
to identify successful prompts. To address these challenges,
we propose ZIUM, a Zero-shot Intent-aware adversarial at-
tack on Unlearned Models, which enables the flexible cus-
tomization of target attack images to reflect an attacker’s in-
tent. Additionally, ZIUM supports zero-shot adversarial at-
tacks without requiring further optimization for previously
attacked unlearned concepts. The evaluation across various
MU scenarios demonstrated ZIUM’s effectiveness in suc-
cessfully customizing content based on user-intent prompts
while achieving a superior attack success rate compared to
existing methods. Moreover, its zero-shot adversarial attack
significantly reduces the attack time for previously attacked
unlearned concepts.

1. Introduction

Machine Unlearning (MU) selectively removes specific
data points or features from a trained deep learning model
through reweighting or pruning [20, 41]. It helps protect
privacy and prevent the generation of sensitive content
[22, 24, 37]. Recently, MU has been used to prevent the
generation of inappropriate images by eliminating concepts
such as nudity and violence—commonly associated with
NSFW (i.e., Not Safe For Work) content—from pre-trained
text-to-image generation models [11, 17, 25, 29, 45]. How-
ever, even after MU is applied, these models (i.e., unlearned
models) can still generate images of the removed concepts
(i.e., unlearned concepts) when given adversarial prompts,
posing a significant security risk [29, 31, 38].

Figure 1. Examples of generated images by ZIUM: 1st adversarial
attack utilizing the user-intent prompt and 2nd adversarial attack
without additional optimization for the same unlearned concept.

Several adversarial attack methods targeting unlearned
models have been proposed to exploit this. Specifically, ap-
proaches [5, 12, 23, 30, 47] have been developed to identify
optimal adversarial prompts based on a target attack im-
age containing an unlearned concept. These methods gener-
ate an image that incorporates the unlearned concept while
closely resembling the target attack image by using the op-
timal adversarial prompt as input to the unlearned model.
However, these methods heavily rely on the target attack
image, making it challenging to generate an image that re-
flects both unlearned concepts and the attacker’s intent (e.g.,
preferences and background). This is crucial for generating
an image that not only includes the unlearned concepts but
also aligns with the attacker’s intentions in different forms.
Recent approaches [12, 26, 30, 39, 44] have attempted to
align with the attacker’s intent using only a target prompt.
However, without a target attack image, fully representing a
single image in text form is challenging, and the attacker’s
prompt may lack sufficient semantic detail [17]. Therefore,
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a new attack method is required to exploit unlearned mod-
els, generating customized images in various forms while
accurately reflecting the attacker’s intent. Moreover, when
an attacker aims to generate images with varying con-
texts (e.g., adding a new concept like “Japanese comics”
as shown in Fig.1(b)), existing approaches require repeat-
edly identifying optimal adversarial prompts for each con-
text, making the attack process costly [23, 37, 41]. There-
fore, a zero-shot attack mechanism is required to eliminate
the need for additional optimization steps for the same un-
learned concept.

To address these challenges, we propose ZIUM, a novel
adversarial attack method that enables attackers to cus-
tomize target attack images based on their intent while sup-
porting zero-shot adversarial attacks. Our approach exploits
an unlearned model to generate images that closely resem-
ble the target attack image while embedding the unlearned
concept. By incorporating user-intent prompts, the gener-
ated images can be precisely tailored to align with the at-
tacker’s intent. Furthermore, our method enables zero-shot
adversarial attacks, eliminating the need for additional op-
timization processes for previously attacked unlearned con-
cepts. Fig. 1 illustrates an adversarial attack using ZIUM. In
the first attack trial, the generated image (a) closely resem-
bles the target attack image while embedding the unlearned
concept (i.e., nudity) without a user-intent prompt, whereas
image (b) reflects the user-intent prompt “Japanese comics.”
In the second attack trial, targeting the same unlearned con-
cept, a zero-shot adversarial attack was applied using the
module optimized during the first attack. As a result, im-
age (c) resembles the unseen target attack image while em-
bedding the same unlearned concept without a user-intent
prompt. Moreover, image (d) successfully reflects the user-
intent prompt “Waterfall.”

ZIUM addresses the challenge of insufficient semantic
detail by utilizing both the unlearned concept from the tar-
get attack image and the user-intent prompt that reflects the
attacker’s intent. To achieve this, ZIUM employs an im-
age captioning technique that converts image embeddings
into text embeddings. First, it extracts the visual embed-
ding of the target attack image containing the unlearned
concept and transforms it to the text embedding of the un-
learned model. This embedding is then fed into the un-
learned diffusion model along with the text embedding of
the user-intent prompt to generate an image that aligns with
the attacker’s intent. Furthermore, image captioning tech-
niques enable zero-shot adaptation to specific trained con-
cepts within an image. Leveraging this capability, ZIUM
facilitates additional attacks without requiring further op-
timization for previously attacked unlearned concepts.

We evaluated ZIUM on representative unlearned models,
including ESD [11], FMN [45], SLD [36], and AdvUn-
learn [46]. Our method outperforms existing adversarial

attack methods across various unlearned concept scenar-
ios (e.g., nudity, violence, illegal activity, style, and ob-
ject), achieving a significantly higher attack success rate
(ASR) on average—improving by at least 22.6%p and up to
62.0%p. Furthermore, experiments with diverse user-intent
prompts demonstrate that ZIUM effectively generates im-
ages that accurately align with the attacker’s intent. No-
tably, ZIUM maintains a high ASR without requiring ad-
ditional optimization for the same unlearned concept.
Our contributions are summarized as follows:
1. Proposal of a novel adversarial attack method for un-

learned models that effectively reflects various attacker
intents while achieving a higher attack success rate.

2. Design of a zero-shot adversarial attack mechanism that
enables targeting the same unlearned concept without re-
quiring additional optimization.

3. A comprehensive evaluation demonstrating the effec-
tiveness of ZIUM across different unlearned models and
unlearned concept scenarios.
This paper is structured as follows: Section 2 reviews re-

lated works, Section 3 introduces ZIUM, Section 4 presents
the experimental results, and Section 5 concludes the paper.

2. Related Works

2.1. Machine Unlearning

Generative models can produce large amounts of potentially
inappropriate content (e.g., nudity, copyright infringement),
increasing the need for effective constraints. To address this
issue, Machine Unlearning (MU) has been actively studied.
MU is a data removal mechanism designed to eliminate the
influence of undesirable data points without requiring costly
retraining while preserving model performance for inputs
unrelated to the removed data [2]. Gandikota et al. [11] pro-
posed Erased Stable Diffusion (ESD), which removes spe-
cific concepts without requiring additional training data by
fine-tuning the weights of the stable diffusion model. Fan
et al. [10] introduced Saliency Unlearning (SalUn), which
modifies only a subset of the model’s weights rather than
the entire network. Jia et al. [15] incorporated model spar-
sity which involves reducing unimportant data or parame-
ters through targeted operations. In this approach, weight
pruning was applied to enhance both the efficiency and per-
formance of the unlearning process. Zhang et al. [45] intro-
duced Forget-Me-Not (FMN), which minimizes the atten-
tion map between text and images to facilitate unlearning
in text-to-image models [33]. Schramowski et al. [36] pro-
posed Safe Latent Diffusion (SLD), which extends the ex-
isting Classifier-Free Guidance [14] to align text prompt in-
puts while preventing the generation of images containing
unlearned concepts. Despite these advancements, existing
MU mechanisms still have limitations in fully unlearning
concepts. In particular, unlearned models can still generate



Figure 2. An overview of the ZIUM’s initial attack phase and zero-shot attack phase.

images containing concepts that were supposed to be re-
moved. These limitations have become even more evident
through adversarial attacks on unlearned models [5, 47].

2.2. Adversarial Attacks on Machine Unlearning
Several methods leveraging adversarial attacks on MU have
been proposed [6, 12, 27, 28, 43]. Tsai et al. [39] proposed
Ring-A-Bell, a method that identifies optimal adversarial
prompts in a black-box setting. It generates concept vec-
tors by computing the difference in embeddings between
prompts that contain adversarial concepts and those that
do not. Ma et al. [26] introduced Jailbreaking Prompt At-
tack (JPA), an adversarial attack method that bypasses MU
mechanisms. This approach optimizes adversarial prompts
by obtaining an unlearned embedding derived from the dif-
ference in embeddings between an unlearned concept and
its antonym. Zhang et al. [47] proposed UnlearnDiffAtk,
which identifies optimal adversarial prompts to evaluate
the robustness of MU mechanisms in diffusion models. It
executes attacks using the diffusion classifier inherent in
the diffusion model itself, eliminating the need for auxil-
iary models. Chin et al. [5] proposed Prompting4Debugging
(P4D), which evaluates the robustness of MU mechanisms.
This approach utilizes prompt engineering to identify opti-
mal adversarial prompts that bypass these mechanisms. Ex-
isting methods identify an optimal adversarial prompt based
on a given target prompt or target attack image. However,
incorporating the attacker’s intent into the target prompt
or obtaining target attack images that capture both the at-

tacker’s intent and the unlearned concept remains a chal-
lenge. As a result, adversarial attacks on unlearned models
may not fully align with the attacker’s intended form.

3. Method

In this study, ZIUM performs the attack by identifying the
optimal adversarial condition that enables the generation
of an image incorporating both the unlearned concept and
the attacker’s intent, using the target attack image and user-
intent prompt.

As shown in Fig. 2, ZIUM comprises an initial attack
phase and a zero-shot attack phase, which utilizes target at-
tack images and user-intent prompts to perform adversar-
ial attacks. The target attack image includes unlearned con-
cepts from the diffusion model, such as nudity, and the user-
intent prompt includes the attacker’s intent to customize the
target attack image, such as ”At the beach,” “Shining stars,”
and “At the station.” The initial attack phase performs the
adversarial attack by utilizing the target attack image and
user-intent prompt to identify optimal adversarial condi-
tion through the “visual-text alignment process” and the
“optimization process.” Subsequently, the zero-shot attack
phase only exploits the visual-text alignment process opti-
mized through the initial attack phase to perform adversar-
ial attacks without further optimization process. The details
will be described in the following.



3.1. Initial Attack Phase
3.1.1. Visual-text Alignment Process
The visual-text alignment process in the initial attack phase
transforms the visual embedding of the target attack image
into text embedding to utilize the unlearned concept of the
target attack image as a condition for the unlearned diffu-
sion model. The visual-text alignment process consists of
a visual encoder, an image captioning module, and a pro-
jection layer. The visual encoder extracts key features of
the target attack image that embed the unlearned concept,
representing them as a fixed k-dimensional visual embed-
ding. The extracted k-dimensional embedding is fed into
the image captioning module. The image captioning mod-
ule based on the cross-attention mechanism was pre-trained
with Image-Text Contrastive Learning (ITC) loss, Image-
Text Matching (ITM) loss, and Image-grounded Text Gen-
eration (ITG) loss [4, 9, 19, 21]. ITC loss and ITM loss
maximizes the similarity between the visual embedding and
the text embedding when an image and text are paired, en-
suring that the information contained in each embedding
is aligned. ITG loss utilizes the next text token prediction
through an attention mask, allowing the image captioning
module to learn text embeddings that can generate infor-
mation about the input image. With these losses, the pre-
trained image captioning module transforms the main fea-
tures of the input visual embedding into aligned text em-
bedding. Therefore, the transformed text embedding con-
tains key visual embedding information about the input im-
age (used as the target attack image). Subsequently, the pro-
jection layer projects the dimensionality of the transformed
text embedding into L-dimensions to match the input size
of the CLIP text encoder used in the unlearned diffusion
model [33]. The L-dimensional text embedding from this
process is concatenated with the text embedding of the user-
intent prompt to serve as a condition for the unlearned dif-
fusion model.

3.1.2. Optimization Process
The optimization process of the initial attack phase per-
forms the attack by identifying an optimal adversarial con-
dition that enables image generation containing the un-
learned concept. Specifically, the optimization process is
based on the diffusion classifier mechanism [3, 18, 47]. The
diffusion classifier mechanism utilizes Bayes’ rule to esti-
mate the condition that can generate a desired target image.
By Bayes’ rule, the probability that an image x is generated
given a certain condition ci is expressed as follows,

pθ(ci|x) =
p(ci)pθ(x|ci)∑
j p(cj)pθ(x|cj)

(1)

In Eq. 1, θ denotes the parameters of the diffusion model, x
denotes the image we want to generate via diffusion, and c
denotes the condition we want to estimate. Thus, pθ(x|ci) is

the probability of an image being generated by a condition,
and, p(c) is the prior probability distribution of the condi-
tion. In general, diffusion model assumes no prior informa-
tion of a particular condition c, so the prior probability p(c)
can be approximated by a uniform distribution. Applying
this, Eq. 1 simplifies as follows,

pθ(ci|x) =
pθ(x|ci)∑
j pθ(x|cj)

(2)

In a diffusion model, pθ(x|ci) is proportional to the ac-
curacy of the denoising process at timestep t. Based on this,
it is expressed as follows,

pθ(ci|x) ∝ exp
(
−Et,ϵ

[
∥ϵ− ϵθ(xt|ci)∥22

])
(3)

In Eq. 3, xt is the sum of x and the noise ϵt, which repre-
sents the noisy image generated at a specific timestep t, and
ϵθ(xt|ci) is the noise predicted by diffusion given xt and
condition ci. Therefore, it is possible to maximize the prob-
ability that the desired image x is generated through a spec-
ified condition ci. As a result, the final optimization process
for the diffusion classifier mechanism can be conducted as
follows,

minimize
ci

Et,ϵ

[
∥ϵ− ϵθ(xt|ci)∥22

]
(4)

Based on Eq. 4, ZIUM’s optimization process utilizes both
the target attack image and user-intent prompt to estimate
the optimal adversarial condition ci. First, the visual en-
coder E(·) of the visual-text alignment process which ex-
tracts the visual embedding ei from the target attack image
xi is expressed as follows,

ei = E(xi) (5)

Let fθ′(·) be the network consisting of an image captioning
module and a projection layer that converts the extracted
visual embedding ei into a text embedding. Then, the con-
dition ci can be expressed as follows,

ci = fθ′(ei) (6)

In Eq. 6, θ′ refers to the parameters of the image captioning
module and the projection layer. Then, the condition ci is
concatenated with the text embedding p of the user-intent
prompt and then processed through the CLIP text encoder of
the unlearned diffusion model. This results in the condition
ci, p, which reflects the unlearned concept from the target
attack image and the attacker’s intent from the user-intent
prompt. Therefore, Eq. 4 is expressed as follows,

minimize
θ′

Et,ϵ

[
∥ϵ− ϵθ(xt|fθ′(ei), p)∥22

]
(7)



In Eq. 7, note that in the process of transforming the ex-
tracted visual embedding into a text embedding, the param-
eters of image captioning module and projection layer θ′

are only updated while excluding those of the visual en-
coder E(·) to identify the optimal adversarial condition.
This design leverages general visual embeddings from pre-
trained encoders while optimizing only the necessary mod-
ules for the attack, reducing computational cost and pre-
venting overfitting for specific unlearned concepts.

This process maximizes the probability of generating an
image reflecting both the unlearned concept of the target
attack image and the attacker’s intent in the prompt.

3.2. Zero-shot Attack Phase
In the zero-shot attack phase, ZIUM utilizes the optimized
image captioning module and projection layer through the
initial attack phase to perform adversarial attacks without
further optimization process. Hence, when an attacker de-
sires to generate various images containing the same un-
learned concept, the attacker only needs to freely modify
the unseen target attack image and user-intent prompt to
perform the attack. This allows the attacker to efficiently
generate images without the high computational cost and
time-consuming process of further optimization.

Specifically, the zero-shot attack phase of ZIUM pro-
ceeds in the same manner as the initial attack phase, exclud-
ing the optimization process. First, to reflect the unlearned
concept embedded in the unseen target attack image, the
previously optimized image captioning module and projec-
tion layer from the initial attack phase are utilized to per-
form the visual-text alignment process. This allows a text
embedding aligned with the unlearned concept to be ex-
tracted without further optimization. The aligned text em-
bedding is then concatenated with the text embedding of
the user-intent prompt and fed as a condition to the un-
learned diffusion model, which generates an image that in-
corporating both the unlearned concept and the attacker’s
intent. Consequently, as shown in Fig. 2, the attacker can
efficiently perform adversarial attacks using unseen target
attack images that contain the unlearned concept along with
various user-intent prompts (e.g., “Shining stars” and “At
the station”).

4. Experiments
To evaluate the effectiveness of ZIUM, we formulated the
following research questions:
• RQ#1: How well does ZIUM achieve superior attack per-

formance compared to existing methods?
• RQ#2: How well does ZIUM reflect diverse attacker in-

tents?
• RQ#3: How well does ZIUM’s zero-shot adversarial at-

tack maintain high attack performance without additional
optimization?

4.1. Experimental Settings
Implementation Details. The visual-text alignment pro-
cess of ZIUM is designed based on BLIP2 [21], a represen-
tative image captioning model. The visual encoder utilizes
CLIP’s ViT-L/14, and the image captioning module adopts
a Q-former structure [8, 32]. The projection layer utilizes a
fully connected layer. All experiments were conducted us-
ing an NVIDIA RTX A100 (80G) with the following hy-
perparameters: k=768, L=768, optimizer=AdamW, learning
rate=1e-4, weight decay=1e-2, and iterations=100.
Prompt Datasets. To evaluate ZIUM across various un-
learned concept scenarios (i.e., nudity, violence, illegal
activity, style, and object), we utilized multiple prompt
datasets. For the nudity, we adopted the NSFW dataset, us-
ing 142 prompts. For the violence and illegal activity, we
adopted the I2P dataset (violence: 756 prompts, illegal ac-
tivity: 727 prompts) [36]. Among these, we selected 334
prompts for violence and 248 prompts for illegal activity,
where the proportion of inappropriate images classified by
the Q16 classifier was greater than 50% [26, 35, 39]. For
the style, we selected Van Gogh’s artistic style as the tar-
get, using 50 prompts, following the experimental setup in
the existing study [47]. For the object, we selected two dif-
ferent objects (i.e., church and parachute) as targets, using
50 prompts each, also following the experimental setup in
the existing study [47]. The target attack images for ZIUM
were generated by the vanilla Stable Diffusion 1.4v model,
using each unlearned concept scenario’s prompt dataset.
Unlearned Models. We selected four representative un-
learned diffusion models—ESD [11], FMN [45], SLD [36],
and AdvUnlearn [46]. The selected models offer publicly
available weights for each unlearned concept scenario. No-
tably, for the style and object, only the ESD, FMN, and Ad-
vUnlearn models were used, as SLD was not originally de-
signed for these concepts [47]. We used the official imple-
mentations provided by the authors.
Existing Attack Methods. To compare ZIUM with exist-
ing methods, we selected representative adversarial attack
methods. For methods using target attack images, we se-
lected UnlearnDiffAtk [47], a state-of-the-art adversarial at-
tack method. For methods using target prompts, we selected
P4D [5] and Ring-A-Bell [39], which are white-box and
black-box attack methods, respectively [16]. We used the
official implementations provided by the authors.
Evaluation Metric. To quantitatively evaluate ZIUM’s
performance, we used the Attack Success Rate (ASR)
as an evaluation metric. ASR measures the proportion
of successful attacks across the dataset. For each un-
learned concept scenario, we employed classifiers specifi-
cally designed to detect the corresponding unlearned con-
cepts. For the nudity, we utilized NudeNet [1]. A gener-
ated image was classified as containing nudity if at least
one of the predefined labels (FEMALE BREAST EXPOSED,



Methods
Nudity Violence Illegal Activity Van Gogh Church Parachute

Avg.
ESD FMN SLD AU ESD FMN SLD ESD FMN SLD ESD FMN AU ESD FMN AU ESD FMN AU

No attack 21.1% 88.0% 33.1% 21.1% 45.8% 70.6% 47.9% 56.4% 57.6% 43.9% 2.0% 10.0% 2.0% 14.0% 52.0% 6.0% 4.0% 46.0% 14.0% 33.4%

UnlearnDiffAtk 80.2% 98.5% 37.3% 21.1% 96.4% 98.8% 94.6% 97.1% 97.9% 97.9% 36.0% 54.0% 0.0% 66.0% 96.0% 8.0% 48.0% 100.0% 12.0% 65.2%

P4D 29.5% 64.0% 40.8% 5.6% 33.5% 41.9% 27.2% 42.7% 59.6% 19.7% 18.0% 4.0% 2.0% 20.0% 20.0% 4.0% 22.0% 34.0% 2.0% 25.8%

Ring-A-Bell 49.2% 95.7% 1.4% 2.8% 44.9% 67.9% 60.4% 42.3% 48.7% 32.6% 0.0% 2.0% 0.0% 2.0% 54.0% 0.0% 6.0% 64.0% 0.0% 30.2%

ZIUM 97.1% 98.5% 98.5% 91.5% 99.4% 99.1% 98.2% 98.3% 98.7% 97.1% 86.0% 68.0% 88.0% 62.0% 92.0% 70.0% 76.0% 90.0% 60.0% 87.8%

Table 1. ASR for ESD, FMN, SLD, and AdvUnlearn (AU) of ZIUM and existing adversarial attack methods under unlearned concept
scenarios (nudity, violence, illegal activity, Van Gogh, church, and parachute).

Figure 3. Examples of generated images for ESD by ZIUM and existing adversarial attack methods under NSFW unlearned concept
scenarios (nudity, violence, and illegal activity).

FEMALE GENITALIA EXPOSED, MALE BREAST EXP-
OSED, MALE GENITALIA EXPOSED, BUTTOCKS EXP-
OSED, ANUS EXPOSED, FEET EXPOSED, BELLY EXP-
OSED, and ARMPITS EXPOSED) was detected with a con-
fidence score exceeding the threshold of 0.45. For the vio-
lence and illegal activity, we utilized the Q16 classifier [35].
For the style, we utilized ViT-L/14 [8, 47], which was pre-
trained on ImageNet [7] and fine-tuned on the WikiArt
dataset [34]. For the object, we utilized ResNet-50 [13] pre-
trained on ImageNet.

4.2. Experimental Results
4.2.1. (RQ#1) Comparison of ZIUM’s attack perfor-

mance with existing adversarial methods
To evaluate RQ#1, we compared the ASR of ZIUM and var-
ious existing adversarial attack methods under unlearned

concept scenarios (nudity, violence, illegal activity, style,
and object). To ensure fairness, ZIUM used only target im-
ages without any “user-intent” prompts. Notably, we con-
sidered “No attack” as a baseline in our comparison, rep-
resenting the result of unlearned diffusion models without
performing any adversarial attack.

Table 1 presents the ASR of “No attack” and each ad-
versarial attack method (UnlearnDiffAtk, P4D, and Ring-
A-Bell, and ZIUM), targeting unlearned diffusion models
(ESD, FMN, SLD, and AdvUnlearn) across the nudity, vio-
lence, illegal activity, Van Gogh, church, and parachute.

For the nudity, violence, and Van Gogh style, ZIUM
achieved significantly superior ASR to all existing adver-
sarial attack methods for all unlearned diffusion models. In
contrast, for the illegal activity, church, and parachute cat-
egories, ZIUM did not achieve a superior ASR compared



Figure 4. Examples of generated images by ZIUM: 1st attack utilizing various user-intent prompts and 2nd attack utilizing ZIUM’s zero-
shot attack phase. Each row shows nudity, church, and violence concepts, respectively, generated by ZIUM from unlearned model (ESD).

to existing adversarial attack methods but instead produced
comparable results, across all unlearned diffusion models.
When considering the actual number of successful attacks,
the difference was relatively negligible, averaging about
two or three images per concept.

Overall, across all scenarios, ZIUM outperforms existing
adversarial methods by at least 22.6%p, with a maximum of
62.0%p on average. Furthermore, existing adversarial attack
methods exhibited a minimum variation of 62.0%p, depend-
ing on the unlearned scenario and model. In contrast, ZIUM
demonstrated relatively consistent performance with only
39.4%p variation. This shows that ZIUM can effectively
target unlearned models, achieving consistently high at-
tack performance. Moreover, the target attack image-based
methods, ZIUM and UnlearnDiffAtk, achieved a higher
ASR on average than the target prompt-based methods, P4D
and Ring-A-Bell. This indicates that exploiting the explicit
unlearned concepts in the target attack image is more effec-
tive than in the target prompt.

Fig. 3 illustrates examples of images generated by a
vanilla Stable Diffusion without MU applied, and images
generated by each of the adversarial attack methods against
the ESD model under three unlearned concept scenarios
(nudity, violence, and illegal activity). Note that, more ex-
amples of generated images for ZIUM and existing adver-
sarial attack methods can be found in Appendix A1.

For the nudity, the images generated by UnlearnDiffAtk

and P4D both included a female figure, resembling the im-
age generated by a vanilla Stable Diffusion. However, they
failed to fully represent the nudity concept with explicit ex-
posure of specific body parts. Ring-A-Bell, in particular,
failed to depict the human figure at all. In contrast, ZIUM
generated an image that perfectly reflected the nudity con-
cept of vanilla Stable Diffusion.

For the violence and illegal activity, all existing adversar-
ial attack methods failed to fully represent these concepts.
In contrast, ZIUM successfully generated images that re-
flected the concept of violence or the concept of illegal ac-
tivity related to drugs of vanilla Stable Diffusion.

4.2.2. (RQ#2) Evaluation of ZIUM’s customization effec-
tiveness using user-intent prompts

To evaluate RQ#2, we analyzed ZIUM’s customized at-
tack images based on user-intent prompts. The first at-
tack trial in Fig. 4, utilizing ZIUM’s initial attack phase,
presents the generated images without a user-intent prompt
(Prompt: None) and the images reflecting the attacker’s
intent through three different unlearned concepts (nudity,
church, and violence). Note that, the first attack trial follows
ZIUM’s initial attack phase. More examples of ZIUM’s cus-
tomized attack images can be found in Appendix A2.

Fig. 4(a) shows that the background and action (Prompt:
“Swimming underwater,” “Whipping,” and “At the toilet”)
change according to the user-intent prompt, while maintain-
ing the characteristic that the target attack image is of a



Methods
Nudity Van Gogh Parachute Attack Time

ESD (mins)

UnlearnDiffAtk 80.2% 36.0% 48.0% 24.4

P4D 29.5% 18.0% 22.0% 29.9

Ring-A-Bell 49.2% 0.0% 6.0% 9.1

ZIUM (Initial) 97.1% 86.0% 76.0% 9.0

ZIUM (Zero-shot) 84.5% 50.0% 48.0% 0.2

Table 2. ASR and average Attack Time for ESD of ZIUM and ex-
isting adversarial attack methods under various unlearned concept
scenarios (nudity, Van Gogh, and parachute).

woman. Fig. 4(b) shows that the color of the building of
the church in the target attack image is maintained, but at
the same time, related objects (Prompt: “Rainbow,” “Palm
tree,” and “Bike”) are generated together according to the
user-intent prompt. Fig. 4(c) shows that the violence con-
cept in the target attack image is maintained, but at the
same time, the style of the object (Prompt: “Dreadlocks”
and “Bleeding”) and the background (Prompt: “Construc-
tion site”) change according to the user-intent prompt.

These results indicate that the objects, backgrounds, be-
haviors, and styles of the generated images can be cus-
tomized according to the user-intent prompt. In other words,
ZIUM not only successfully attacks the unlearned model to
generate images containing unlearned concepts but also ef-
fectively reflects the attacker’s intent, unlike existing adver-
sarial attack methods.

4.2.3. (RQ#3) Comparison of ZIUM’s zero-shot attack
performance with existing adversarial methods

To evaluate RQ#3, we compared the ASR and elapsed at-
tack time of ZIUM and existing adversarial attack methods
under unlearned concept scenarios (nudity, Van Gogh, and
parachute). Notably, ZIUM’s zero-shot attack targeted the
same unlearned concepts after the initial attack phase with-
out further optimization, whereas existing adversarial attack
methods optimized for each attack.

Table 2 presents the ASR and average attack time of Un-
learnDiffAtk, P4D, Ring-A-Bell, ZIUM (Initial), and ZIUM
(Zero-shot) targeting ESD across the nudity, Van Gogh,
and parachute. For all types of unlearned concepts, ZIUM’s
initial attack achieved the highest ASR while maintaining
comparable attack time.

Notably, ZIUM’s zero-shot attack also outperformed all
existing adversarial attack methods in terms of ASR, except
for ZIUM’s initial attack. This indicates that ZIUM’s zero-
shot attack is superior to existing adversarial attack methods
which require optimization for each attack. Furthermore, for
all types of unlearned concepts, ZIUM’s zero-shot attack
significantly reduces the attack time by at least 45.5 times
and up to 149.5 times on average, compared to existing ad-
versarial attack methods.

In addition, as shown in Fig. 4(d)–(f), ZIUM’s zero-shot
attack successfully generates customized images in the sec-
ond attack trial. These include images generated without a
user-intent prompt (Prompt: None) and the images reflect-
ing the attacker’s intent through previously attacked un-
learned concepts (nudity, church, and violence).

For the nudity, Fig. 4(d) shows that the shape of the un-
dressed man and woman in the unseen target attack im-
age changes according to the user-intent prompt, transform-
ing into a black-and-white drawing style. For the church,
Fig. 4(e) shows that while the color of the church building
is maintained from the unseen target attack image, related
objects and backgrounds (Prompt: “Forest”) are also gen-
erated based on the user-intent prompt. For the violence,
Fig. 4(f) shows that even without a user-intent prompt, the
concept of violence is reflected while maintaining the ap-
pearance of the figure in the unseen target attack image.

Overall, ZIUM’s zero-shot attack required significantly
less attack time compared to existing adversarial attack
methods, while achieving a higher ASR. This indicates that
ZIUM’s zero-shot attack is superior to existing adversar-
ial attack methods that require optimization for each attack.
Moreover, ZIUM’s zero-shot attack successfully generates
customized images without any additional optimization for
the same concept targeted in the first attack.

5. Conclusion

In this paper, we proposed ZIUM, a novel zero-shot ad-
versarial attack method for unlearned diffusion models,
enabling customization to reflect various attacker intents.
ZIUM utilizes user-intent prompts to generate images that
align with the attacker’s intentions, enabling zero-shot ad-
versarial attacks on the same unlearned concept without re-
quiring additional optimization.

Our experiments demonstrated the effectiveness of
ZIUM across various unlearned concept scenarios. For rep-
resentative unlearned models, ZIUM achieved the highest
ASR in all cases, outperforming existing adversarial attack
methods. Moreover, ZIUM successfully enabled customiza-
tion based on user-intent prompts, allowing attacks to align
with the attacker’s intent, which is not fully supported by
existing methods. Notably, ZIUM’s zero-shot adversarial
attack achieved performance comparable to that of existing
methods, even without additional optimization on the same
unlearned concept.

As future work, we plan to develop a prompt engineering
mechanism that automates the transformation of given con-
ditions into text prompts [40]. Moreover, we plan to develop
a model-agnostic mechanism by applying transferable ad-
versarial attack methods [42].
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Supplementary Material

A. Appendix
A1. Further Visual Comparison of generated im-
ages
For further visual comparison of ZIUM’s attack perfor-
mance with existing adversarial methods, we present var-
ious examples of generated images.

Fig. 5 illustrates examples of images generated by vanilla
Stable Diffusion [33] without any MU applied, and images
generated by each of the adversarial attack methods against
the ESD [11] model under Van Gogh unlearned concept sce-
nario.

For the Van Gogh unlearned concept scenario, the im-
ages generated by UnlearnDiffAtk [47] and P4D [5] both
included a flower figure, resembling the image generated
by vanilla Stable Diffusion. However, the image generated
by UnlearnDiffAtk represented a realistic flower, and the
image generated by P4D also represented a realistic flower
in black and white. Ring-A-Bell [39], in particular, failed to
depict the flower figure at all. In contrast, ZIUM generated
an image that not only resembled a flower figure but also re-
flected the texture of the Van Gogh concept of vanilla Stable
Diffusion.

Fig. 6 illustrates examples of images generated by vanilla
Stable Diffusion without any MU applied, and images gen-
erated by each of the adversarial attack methods against the
ESD [11] model under church and parachute unlearned con-
cept scenarios.

For the church unlearned concept scenario, all the im-
ages generated by existing adversarial attack methods in-
cluded a building figure. In particular, the image generated
by UnlearnDiffAtk represented similar weather, and the im-
age generated by Ring-A-Bell represented lightning similar
to that of vanilla Stable Diffusion. However, they all failed
to fully depict a church. In contrast, ZIUM generated an
image that perfectly reflects the church concept of vanilla
Stable Diffusion.

For the parachute unlearned concept scenario, all the im-
ages generated by existing adversarial attack methods failed
to fully depict a parachute. In contrast, ZIUM generated an
image that perfectly reflects the parachute concept of vanilla
Stable Diffusion.

To evaluate the superior attack performance of ZIUM,
we further assessed the generated images by each of
the adversarial attack methods against the FMN [45] and
SLD [36]. The assessment was also conducted in various
unlearned concept scenarios. Visual comparison of the gen-
erated images by the adversarial attacks against the FMN
is presented as follows: Fig. 7, Fig. 8, and Fig. 9. Also, vi-

sual comparison of the generated images by the adversarial
attacks against the SLD is presented in Fig. 10.

A2. Further Evaluation of ZIUM’s Customization
effectiveness using user-intent prompts
To evaluate ZIUM’s customization effectiveness using user-
intent prompts, we analyzed the change in generated images
based on ZIUM’s user-intent prompt. Fig. 11 and Fig. 12
present the generated images without a user-intent prompt
(Prompt: None) and the images reflecting the attacker’s in-
tent through three different user-intent prompts for three un-
learned concepts (nudity, church, and violence).

Fig. 11(a) shows that additional objects (“Holding a
sword,” “Holding a flower,” and “Tied to a rope”) are intro-
duced based on the user-intent prompt, while maintaining
the unlearned concept of nudity and the characteristic of the
statue in the target attack image.

Fig. 11(b) shows that the background (“Church by the
sea,” “In the desert,” and “Christmas”) changes to reflect
the user-intent prompt, while maintaining the characteristic
cross of the church in the target attack image.

Fig. 11(c) shows that the background (“At the toilet,” “At
the stadium,” and “In the mall”) changes according to the
user-intent prompt, while maintaining the unlearned con-
cept of violence in the target attack image and the object
being male.

Fig. 12(a) shows that additional objects (“Popcorn,”
“At the gym,” and “At the campsite”) are introduced based
on the user-intent prompt, while maintaining the unlearned
concept of nudity and the characteristic of the man in the
target attack image.

Fig. 12(b) shows that the background and art style
(“Black and white art,” “Full moon,” and “Paper art”)
changes to reflect the user-intent prompt, while preserving
the distinctive characteristic of the church spire in the target
attack image.

Fig. 12(c) shows that the background and gender
(“Angry at the beach,” “Woman,” and “Underwater”)
changes according to the user-intent prompt, while main-
taining the unlearned concept of violence and the presence
of the two individuals in the target attack image.

These results demonstrate that the objects, backgrounds,
behaviors, and styles of the generated images can be ef-
fectively customized based on the user-intent prompt, even
when optimized using the same target attack image. No-
tably, unlike existing adversarial attack methods, ZIUM not
only generates unlearned concepts by attacking unlearned
models but also successfully reflects the attacker’s intent
through the user-intent prompt.



Figure 5. Examples of generated images for ESD by ZIUM and existing adversarial attack methods under style unlearned concept scenario
(Van Gogh).

Figure 6. Examples of generated images for ESD by ZIUM and existing adversarial attack methods under object unlearned concept sce-
narios (church and parachute).

Figure 7. Examples of generated images for FMN by ZIUM and existing adversarial attack methods under NSFW unlearned concept
scenarios (nudity, violence, and illegal activity).



Figure 8. Examples of generated images for FMN by ZIUM and existing adversarial attack methods under style unlearned concept scenario
(Van Gogh).

Figure 9. Examples of generated images for FMN by ZIUM and existing adversarial attack methods under object unlearned concept
scenarios (church and parachute).

Figure 10. Examples of generated images for SLD by ZIUM and existing adversarial attack methods under NSFW unlearned concept
scenarios (nudity, violence, and illegal activity).



Figure 11. Examples of generated images by ZIUM: Each row shows nudity, church, and violence concepts, respectively, generated by
ZIUM from unlearned model (FMN) with various user-intent prompts.

Figure 12. Examples of generated images by ZIUM: Each row shows nudity, church, and violence concepts, respectively, generated by
ZIUM from unlearned model (SLD) with various user-intent prompts.
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