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Abstract—We present FlashVault, an in-NAND self-encryption
architecture that embeds a reconfigurable cryptographic engine
into the unused silicon area of a state-of-the-art 4D V-NAND
structure. FlashVault supports not only block ciphers for data
encryption but also public-key and post-quantum algorithms
for digital signatures, all within the NAND flash chip. This
design enables each NAND chip to operate as a self-contained
enclave without incurring area overhead, while eliminating the
need for off-chip encryption. We implement FlashVault at the
register-transfer level (RTL) and perform place-and-route (P&R)
for accurate power/area evaluation. Our analysis shows that
the power budget determines the number of cryptographic
engines per NAND chip. We integrate this architectural choice
into a full-system simulation and evaluate its performance on
a wide range of cryptographic algorithms. Our results show
that FlashVault consistently outperforms both CPU-based en-
cryption (1.46∼3.45×) and near-core processing architecture
(1.02∼2.01×), demonstrating its effectiveness as a secure SSD
architecture that meets diverse cryptographic requirements im-
posed by regulatory standards and enterprise policies.

I. INTRODUCTION

Today, governments and private enterprises leverage per-
sonal data to deliver highly customized policies and ser-
vices [20], [79], [98]. In doing so, they often collect sensitive
information closely tied to individual privacy such as financial
records and biometric data. While such data serves as a critical
resource for enabling personalized services, it also becomes a
prime target for attacks, with severe consequences if leaked.
For instance, in 2013 and 2017, massive data breaches at
two major U.S. corporations, Target (a retailer) and Equifax
(a credit reporting agency), respectively, exposed sensitive
personal information of millions of individuals [19], [35].
These incidents resulted in credit card fraud and identity
theft, with financial damages reaching hundreds of billions
of dollars. To mitigate such illegal use and data misuse, many
countries including the United States, the European Union,
Japan, and South Korea have enacted data protection laws
that mandate encryption and appropriate technical safeguards
when storing personal data on storage devices [24], [28], [57],
[106]. In parallel, the industry has adopted standards like TCG
Opal [118] and IEEE 1667 [41] to enhance storage security.
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Fig. 1. Overview of FlashVault, which embeds a reconfigurable cryptographic
engine beneath the 4D V-NAND to perform data encryption and signing
directly within NAND. This in-NAND design enables low-latency encryption
and prevents plaintext exposure by avoiding off-chip data movement.

Driven by the increasing adoption of data protection reg-
ulations, solid-state drives (SSDs) have adopted the self-
encrypting drive (SED) feature to provide hardware-based
data protection. SEDs encrypt data using dedicated hardware
engines embedded in the device and offer data integrity and
access control through digital signatures and authentication
mechanisms. However, due to the following limitations, they
fall short of addressing evolving security requirements.
[Limitation 1] Modern SSDs support only a limited set of
cryptographic algorithms. In accordance with data protection
laws, many countries require or recommend that public insti-
tutions and private enterprises handling personal information
adopt national standard cryptographic algorithms [24], [28],
[57], [106]. However, current commercial SSDs currently sup-
port only specific algorithms, e.g., AES, SHA, and RSA [34],
[70], [94], [102]. As a result, whenever unsupported algorithms
are required, encryption is offloaded to the software stack on
the host CPU [107]. This software-based encryption incurs
I/O latency and may increase system-wide response time [16].
Such delays not only degrade the user experience in public
and enterprise services but also cause significant disruption in
latency-sensitive applications, such as high-frequency trading
systems [71] and decentralized exchanges [114].
[Limitation 2] Unencrypted data may be stored in NAND flash
memory. Modern SSDs are equipped with data encryption and
SED features [68], [117]. However, the activation of these

ar
X

iv
:2

50
8.

03
86

6v
1 

 [
cs

.A
R

] 
 5

 A
ug

 2
02

5

https://arxiv.org/abs/2508.03866v1


(e)

4D V-NAND

Empty
Space

Peri.

3D V-NAND
Stack up

(d)

Peri.

Planner NAND 

(c)

Peri.

(a) (b)

Control Gate

Floating Gate (2D)

e e e e Conductor
Control Gate

Nonconductor
InsulatorInsulator

Charge Trap Flash (3D, 4D)

e e e e

Fig. 2. Device structures of (a) a floating gate transistor and (b) a charge trap
flash. Structures of (c) 2D, (d) 3D and (e) 4D NAND flash memories.

features is typically determined by user configuration [27],
[112]. Thus, if encryption is not enabled, unencrypted data
(i.e., plaintext) is stored in NAND flash memory. Even when
encryption is enabled, residual traces of cryptographic keys
may remain in NAND flash due to garbage collection (GC)
and wear-leveling (WL) during the key revocation process [3],
[121]. In addition, if a power loss occurs, plaintext data
residing in the DRAM of the SSD may be flushed to NAND
flash [2], [128].
[Limitation 3] NAND flash lacks architectural protections
against software-based and physical attacks. Since commer-
cial SSDs do not support trusted execution environments
within their NAND flash chips, attackers can manipulate the
flash translation layer (FTL) mapping tables to distort the
data organization or analyze FTL logs to retrieve or tamper
with residual data that have been logically deleted but remain
physically present [47]. In addition, attackers can connect
NAND readers to the flash chip to extract unencrypted data,
or remnants of data left behind due to GC and WL [68].
Beyond these device-level threats, when encryption operations
are offloaded to the host CPU, the risk of exposure to
attacks increases further, weakening overall system security.
For instance, plaintext data transmitted between the SSD and
host may be intercepted through bus probing [122], [123],
and cryptographic keys may be inferred or stolen through
power analysis [90], [91] or electromagnetic analysis [30], [97]
during CPU-based encryption processes.

To address these limitations of existing SSDs, we propose
FlashVault, the first in-NAND self-encryption architecture that
supports a wide range of cryptographic algorithms directly
within NAND flash (Fig. 1). It is specifically designed for
modern 4D V-NAND architectures, which adopt a peripheral-
under-cell structure with unused space beneath the memory
array. By embedding reconfigurable cryptographic engines into
this unused space, FlashVault enables a fast and secure in-
NAND enclave without incurring additional area overhead.

The specific architectural features of FlashVault are:
1) Reconfigurable cryptographic engine: FlashVault in-

tegrates a reconfigurable cryptographic engine that sup-
ports a variety of block ciphers and public-key crypto-
graphic algorithms (PKC). It also supports post-quantum
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Fig. 3. (a) Area breakdown of a 512 Gb 3D V-NAND chip into the cell array
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components such as row decoders, page buffers, and charge pumps. (b)
Comparison of die sizes between 128-layer 3D NAND and 176-layer 4D
NAND flash from the same vendors. Sources: [10], [18], [43], [86], [103].

cryptography (PQC), providing the architectural flexibil-
ity needed to address emerging security threats posed by
quantum computing.

2) Utilization of the unused area beneath 4D V-NAND:
In FlashVault, the cryptographic engine is placed in
the unused silicon area beneath the 4D V-NAND array,
enabling secure functionality without incurring addi-
tional area overhead. By performing encryption and
decryption near the memory array, FlashVault ensures
data confidentiality and integrity at the NAND chip
level. Furthermore, by internalizing operations that were
traditionally offloaded to the CPU, FlashVault eliminates
potential attack surfaces along the data path to the host.

3) Die-level shared integration architecture: FlashVault
supports high-throughput encryption and decryption by
employing a pipelined, die-level shared integration of
cryptographic engines within each NAND chip. This ar-
chitecture facilitates the deployment of computationally
intensive cryptographic algorithms that were previously
impractical for real-time secure applications.

This paper focuses on the architecture of FlashVault and
its performance. While security functionality is a fundamental
requirement driven by legal and industrial standards, perfor-
mance is also a critical factor for the practical deployment
of secure storage systems in real-world environments [17],
[47], [58]. Moreover, the structural characteristics of Flash-
Vault inherently mitigate security vulnerabilities observed in
conventional systems (Section II-C).

II. PRELIMINARIES

A. NAND Flash Memory Technology

The memory cells in early-generation SSDs are based on
floating gate transistors (FGTs). An FGT is a complementary
metal-oxide-semiconductor (CMOS) technology capable of
holding electrical charges in an isolated silicon conductive
layer (Fig. 2-(a)) [127]. Early generation flash memory arrays
have a 2D planar structure with FGTs placed side-by-side on
the die (Fig. 2-(c)). However, as the process node has scaled
down, FGTs encountered fabrication challenges, i.e., charge
leakage caused by the thin conductive layer and intensified
cell-to-cell interference [12], [60]. To alleviate this limita-
tion, FGTs were gradually superseded by transistors utilizing
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Fig. 4. Internal architecture of modern SSDs.

charge trap technology. These newer transistors employ a non-
conductive silicon layer as a control gate, highly effective at re-
taining electrical charges (Fig. 2-(b)) [12], [127]. Moreover, to
meet demands for higher density, memory suppliers developed
a 3D NAND structure (Fig. 2-(d)), featuring vertically stacked
charge trap transistors alongside the peripheral circuit on the
same integrated chip [15], [87], [113]. This 3D architecture
significantly increased storage capacity by adding more layers
achieving lower cost/bit. More recently, the industry has in-
troduced 4D NAND flash products1, which adopt an advanced
vertical integration scheme to improve bit density (Fig. 2-
(e)). These offer a reduced chip area compared to 3D NAND
flash by positioning the peripheral circuit underneath the
memory array [51]. Fig. 3-(a) illustrates the area composition
of 512 Gb-class 3D V-NAND chips from three major memory
manufacturers, indicating that peripheral circuits account for
approximately 20∼24% of the total chip area. By placing the
peripheral circuits under the memory array, the 4D structure
not only reduces the die footprint by a comparable amount
(Fig. 3-(b)), but also leaves a portion of the bottom silicon
layer unoccupied, since the relocated circuits are smaller
in area than the memory array above. Motivated by this
architectural characteristic, there have been efforts to leverage
the resulting unused area by integrating auxiliary logic circuits,
such as pattern matchers [18], data processing units [108], and
neuron-inspired circuits [39]. This work leverages this area to
embed reconfigurable cryptographic engines, enabling fast and
secure near-data cryptographic processing.

B. Internal Architecture of SSDs

Fig. 4 illustrates the typical architecture of modern
SSDs [12], [32], [48], [115]. An SSD consists of NAND flash
packages, an SSD controller, and DRAM. Each NAND flash
package contains multiple flash chips, each housing several
memory planes. These planes are further divided into blocks
and pages. A block is the smallest erasable unit, typically
holding 1,024 pages. A page, the basic unit for read and
program/write operations, usually has a size between 4 KB and
16 KB. Data read from or programmed to the flash memory

1In the industry, 4D V-NAND is also referred to as PUC (Periphery Under
Cell) by SK hynix, CUA (CMOS Under Array) by Micron, and COP (Cell
Over Periphery) by Samsung [43].

is managed by a flash memory controller. This controller
orchestrates data distribution to prevent bottlenecks among
NAND packages sharing a byte-wide channel. It also performs
error correction on data read from the memory array and per-
forms encryption and decryption of specific cipher algorithms,
i.e., AES, SHA, and RSA, via a dedicated cryptographic
engine. The SSD controller, comprising 1 to 4 flash memory
controllers, is equipped with an embedded multicore processor.
This processor operates the internal firmware known as the
flash translation layer (FTL). The FTL is responsible for
translating addresses between the logical memory space and
the physical flash page, performing garbage collection (GC) to
reclaim invalid or empty spaces, and executing wear leveling
(WL) to ensure even memory usage across the memory blocks.
The DRAM is utilized for storing a virtual-to-physical address
mapping table and the firmware code of the FTL.

C. Threat Model

Modern commercial SSDs provide hardware-based data
protection through SED feature, typically employing AES
encryption with a dedicated engine in the SSD controller [68],
[117]. These controllers also support cryptographic primitives
such as SHA and RSA for integrity verification and firmware
authentication [34], [70], [94], [102]. In current SSD architec-
tures, encryption is typically performed in one of two ways:
(i) by a hardware engine integrated into the SSD controller or
(ii) in software on the host CPU when the required algorithm
is not supported by the controller.

When the SSD controller performs encryption, the NAND
flash stores encrypted data sent from the controller [47].
However, storing encrypted data in NAND does not eliminate
all security risks. For example, remnants of encryption keys
or plaintext data may persist in NAND flash due to WL,
GC [3], [121], or unexpected power loss [2], [128]. These
residual traces may be extracted through physical attacks using
flash readers [68]. Moreover, off-the-shelf NAND chips lack
built-in access control mechanisms, leaving them vulnerable
to unauthorized access through malicious firmware [68].

When encryption is performed by the CPU, sensitive data
can be exposed to adversaries through probing attacks on the
data bus [122], [123]. Attackers may also analyze power con-
sumption patterns [90], [91] or electromagnetic emissions [30],
[97] using sensors or oscilloscopes to infer secret keys or other
sensitive information. Furthermore, software-based encryption
is at risk of microarchitectural attacks, such as cache timing
side channels, which can leak sensitive intermediate results
that depend on cryptographic secrets [83], [124].

FlashVault mitigates these threat models by placing dedi-
cated cryptographic engines beneath the memory array of 4D
V-NAND. These engines are physically located in the deep
silicon layer underneath the stacked array, effectively removing
externally accessible surfaces and preventing physical access-
based attacks. FlashVault ensures that only encrypted data
remains in NAND even under conditions such as WL, GC,
or power loss through in-NAND encryption. When used in
conjunction with the encryption built into the SSD controller,



FlashVault creates a secure enclave that spans the entire data
path from the controller to the NAND flash media. Further-
more, FlashVault supports PKC and PQC directly within the
NAND layer, providing on-die authentication to block unau-
thorized firmware accesses. Finally, by eliminating the need to
offload cryptographic workloads to the host CPU, FlashVault
inherently avoids a wide range of CPU-side vulnerabilities,
including software attacks and side-channel leakage.

III. MOTIVATION

A. Support for Diverse Cryptographic Algorithms

1) Block Cipher Algorithm: Modern SSDs provide a strong
security level by employing block cipher algorithms that
enable fast encryption and decryption to protect data. Most
commercial self-encrypting SSDs support fixed block cipher
algorithms such as AES [42], [44], [52], following storage
security standards such as FIPS 140-2/3 [73], [74], TCG
Opal [118], and IEEE 1619 [42]. However, modern security
requirements are becoming increasingly diverse. To protect
data vital to national security and public welfare, and main-
tain cryptographic sovereignty, many countries have enacted
stricter data protection laws. Accordingly, they mandate or
recommend the use of national standard block cipher al-
gorithms to protect sensitive data (e.g., personal identifiers,
financial records, and military information) stored in storage
media. For example, the United States, the European Union,
South Korea, China and Russia require the use of AES/Triple
DES [77], AES [28], ARIA/SEED/HIGHT [56], SM4 [33],
and GOST [119], respectively. Japan and Turkey recommend
Camellia [23] and KET [53] for securing public sector data.
This growing diversity of security demands indicates that
relying on a single fixed block cipher algorithm in SSDs is
inadequate to address today’s heterogeneous requirements.

2) Public-Key Cryptographic Algorithm: Recent storage
devices are equipped with advanced security features based on
data integrity and digital signatures. Storage security standards
such as TCG Opal [118] and NVMe-oF specify public-key-
based authentication mechanisms as core components, leading
modern SSDs to support a limited set of public-key cryp-
tographic algorithms such as RSA and NIST ECC-crypto2

(e.g., secp256r1) [34], [70], [94], [102]. However, these fixed-
function designs inherently lack flexibility to accommodate di-
verse regional security requirements. For instance, Germany’s
Federal Office for Information Security recommends ECC-
crypto based on Brainpool curves [29], while China promotes
its domestic SM2 algorithm in industry [105]. However, com-
mercial SSDs generally do not support such region-specific
cryptographic algorithms, limiting their applicability in regions
with specific regulatory requirements.

Moreover, as storage devices are entrusted with preserv-
ing sensitive data over long periods, ensuring their long-
term security against cryptographic threats is critical. From
this perspective, the advent of quantum computing poses a
threat to existing public-key cryptosystems, since quantum

2ECC-crypto refers to Elliptic Curve Cryptography.

computers can solve the underlying mathematical problems
such as integer factorization and discrete logarithms using
Shor’s algorithm [101]. This raises the concern that today’s
widely adopted public-key security mechanisms may become
ineffective in the near future. To address this, NIST has led
post-quantum standardization and selected Dilithium, FAL-
CON, and SPHINCS+ as digital signature standards [75].
In response, supporting these PQC algorithms is emerging
as a critical requirement for future storage systems that can
withstand future cryptographic threats.

B. Limits of CPU-based Encryption

Modern SSDs have evolved beyond simple data storage de-
vices into intelligent security platforms equipped with various
built-in protection mechanisms. In addition to encrypting data
to ensure confidentiality, these devices also support integrity-
focused features such as secure boot and tamper-proof logging,
which perform signature verification and detect unauthorized
modifications during system initialization and log manage-
ment. To implement these security functions effectively, dif-
ferent cryptographic algorithms may be selected depending on
the application domain and security priorities. For example,
SSDs deployed in security-critical sectors, such as defense,
may employ robust signature schemes such as ECDSA [80] or
upcoming post-quantum algorithms to ensure high assurance.
On the other hand, SSDs in latency-critical environments like
financial trading systems may use lightweight block ciphers
such as HIGHT [37] or Camellia [4] to minimize encryption
latency while still ensuring data protection.

However, off-the-shelf SSDs typically support only a limited
set of algorithms at the hardware level [34], [70], [94], [102],
requiring other cryptographic operations to be offloaded to the
host processor [107]. This CPU-based processing often incurs
significant latency, making it difficult to meet the stringent
timing requirements of practical applications. To mitigate
this issue, it is necessary to minimize reliance on host-side
processing in order to reduce the latency overhead caused
by offloading cryptographic operations to the host processor.
FlashVault addresses this challenge by supporting in-NAND
self-encryption, enabling high-performance execution of di-
verse cryptographic algorithms. This section motivates the
need for in-NAND processing by analyzing the inefficiencies
of CPU-based encryption in real-world scenarios.

1) Experimental Setup: To quantitatively evaluate the per-
formance overhead of CPU-based encryption, we measured
the latency of various cryptographic algorithms on a desktop
system with an Intel Core i7-13700K (16 cores), 32 GB
DDR5-5600 memory, and a 2TB SK Hynix Gold P31 M.2
NVMe SSD (PCIe 3.0 ×4), running Ubuntu 22.04 LTS.
Block ciphers and public-key cryptographic algorithms were
implemented using the Botan library [11], and PQC algorithms
were evaluated using the openssl speed benchmark tool in
conjunction with liboqs [81] and OpenSSL [82]. For block
ciphers, we used fixed 4 KB input messages, whereas public-
key and PQC algorithms were evaluated across a range of input
sizes. In particular, the experiments on public-key algorithms
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were based on scenarios modeling the verification process
of secure boot and the signature validation used in security
logging systems such as tamper-proof logging. As part of the
analysis of secure boot latency, we used the latency value
reported in [116] for the boot code loading process. Latency
was measured using the clock_gettime() function, with
fsync() and posix_fadvise() used to reduce the ef-
fects of OS-level file caching. Each algorithm was evaluated
1,000 times per input size, and we report the average latency.

2) Performance of Block Cipher Algorithms: Fig. 5 shows
the latency breakdown for six representative block ciphers
(3DES [84], HIGHT [37], IDEA [59], Serpent [9], SM4 [33],
Camellia [4]) executed in CTR mode, measured under both
CPU and FlashVault. Although FlashVault embeds multiple
cryptographic engines within each NAND flash chip, Fig. 5 re-
ports the result based on a single-block-per-chip configuration
to focus on the impact of where encryption occurs. The exper-
imental setup for FlashVault is described in Section VIII-B.
Each bar in the figure is divided into encryption latency
and I/O latency to illustrate their respective contributions
to the total processing time. In the CPU-based implemen-
tation, limited concurrency in cryptographic processing and
the frequent data transfers between the CPU and host DRAM
contribute significantly to the overall latency. In contrast, when
cryptographic operations are performed inside in-NAND flash,
as implemented in FlashVault, this latency can be mitigated
by eliminating the host-side cryptographic processing. Conse-
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quently, FlashVault achieves an average latency reduction of
64.2% for decryption and 37.0% for encryption compared to
CPU-based processing.

3) Latency of PKC and PQC Verification: Fig. 6 shows the
signature verification latency using well-known PKC and PQC
during secure boot for boot images from 256 KB to 10 MB.
The verification sequence starts by loading the firmware image
from boot ROM or NAND flash, computes a cryptographic
hash, e.g., SHA [76], and verifies the resulting digest using a
digital signature algorithm, e.g., PKC or PQC. The input to
the signature verification is relatively small, as it is a fixed-
length digest produced by the hash function. However, since
boot images range from hundreds of KB to tens of MB, image
loading and hash computation account for a large portion of
the total verification latency. Meanwhile, the overall verifica-
tion latency varies with the size of the boot image, increasing
as the image size grows. As shown in the figure, when a
10 MB image is used, the signature verification time exceeds
100 ms across all cryptographic algorithms [45]. This result
indicates that it is difficult to meet the constraint imposed by
commercial hardware implementations, which require boot-
time verification to be completed within 100 ms after system
power stabilization (i.e., power_good). Moreover, as modern
high-end SSDs often adopt firmware images larger than 10
MB [95], meeting the timing constraint using CPU-based
verification becomes even more challenging.

4) Latency of PKC and PQC Signing: Fig. 7 presents
the latency breakdown of digital signature generation using
various PKC and PQC algorithms in a tamper-proof logging
scenario, where signatures are generated at runtime for indi-
vidual log entries. Since logging operations typically target
small messages ranging from a few hundred bytes to several
kilobytes [1], the evaluation was conducted with input message
sizes ranging from 256 B to 10 KB. Given such small message
sizes, PKC and PQC operations dominate the total latency.
Commercial tamper-proof logging systems must complete log
generation and signing for each event within 2 to 15 ms to
meet real-time processing requirements [1], [99]. However, as
shown in the figure, Falcon 1024 and SPHINCS+ require con-
siderable time for signature generation regardless of the input
message size. This indicates that several NIST-standardized



TABLE I
PRIMITIVE OPERATIONS OF REPRESENTATIVE CRYPTOGRAPHIC ALGORITHMS

Category Algorithm # of Rounds∗ Key Length
[bit]

Input Unit Size†
[bit]

Processing
Granularity‡ [bit] Required Primitive Operations

Block
Cipher

AES [96] 10 / 12 / 14 128 / 192 / 256 128 8 XOR, S-Box, Shift, Multiplication
3DES [84] 48 112 / 168 64 4 XOR, S-Box, Permutation
IDEA [59] 8.5 128 64 16 XOR, ModAdd, ModMult
Serpant [9] 32 128 / 192 / 256 128 4 XOR, S-Box, Shift, Permutation

HIGHT [37] 32 128 64 8 XOR, Shift, ModAdd, ModMult
SM4 [33] 32 128 128 8 XOR, S-Box, Shift

Camellia [4] 18 / 24 128 / 192 / 256 128 8 XOR, S-Box, Shift, AND, OR
HASH SHA-2 [76] 64 - 512 32 XOR, NOT, AND, Shift, ModAdd

PUK RSA [92] 1 1024 / 2048 / 3072 / 4096 256 / 512 ≥ 1024 AND, OR, Shift, ModMult, ModExp
ECDSA [80] 1 160 / 224 / 256 / 384 / 521 256 / 512 ≥ 256 AND, OR, Shift, ModMult, ModInv

PQC
Dilithium [7], [26] 1 2048 / 3072 256 / 512 23 XOR, AND, Shift, NTT, Keccak, ModMult, Comparison

Falcon [89] 1 896 / 1280 256 / 512 64 XOR, AND, Shift, FFT, ModMult, Comparison
SPHINCS+ [8] 1 256 / 384 / 512 256 / 512 32 XOR, AND, Shift, Keccak, Comparison

* Round In PKC and PQC, the overall operation is not performed in a repetitive round-based manner, but rather consists of a single large mathematical
operation, which is why the round count is set to 1. However, despite having a round count of 1, the internal operations may involve multiple rounds.
For instance, in RSA, the modular exponentiation is performed O(log(e)) times, depending on the length of the public key exponent e [92], whereas
in PQC, the Keccak-f1600 permutation function is executed 24 times [63].
† Input Unit Size In block ciphers and hash functions, the input unit size represents the block size processed in each operation. For public-
key cryptography (PUK) and post-quantum cryptography (PQC), it corresponds to the length of the message digest, computed via widely used
cryptographic hash functions such as SHA-256 or SHA-512.
‡ Processing Granularity In PUK schemes, the processing granularity represents the bit length of the prime modulus, whereas in PQC, it corresponds
to the bit width of polynomial coefficients. Although PQC generally operates on smaller bit-width units than PUK, it achieves comparable security
levels through high-degree polynomial operations or hash-based constructions [78].

PQC algorithms are impractical for latency-critical tamper-
proof logging when executed on the host CPU, as is typical
in modern SSDs.

IV. DESIGN CONSIDERATIONS

This section presents the key design considerations behind
FlashVault, an in-NAND self-encryption architecture designed
to support a wide range of cryptographic algorithms with low-
latency execution.

A. Available Silicon Area

A key feature of FlashVault is integrating cryptographic
engines into the unused area under the memory array of a
4D V-NAND chip. To enable this integration in the empty
space, we first estimate the available area in the 4D V-NAND.
Due to lack of public data, we analyze Samsung’s first 4D
V-NAND product, the 7th-generation 4D V-NAND chip [14].
We calculate the available space as M − P , where M and P
are the memory array and peripheral circuit areas. To estimate
the peripheral circuit area, we refer to the specifications of
Samsung’s 6th-generation 3D V-NAND solution [46]. The
7th-generation NAND flash chip improves area efficiency by
repositioning the peripheral circuit underneath the memory
array. As documented in [18], [31], [38], the peripheral cir-
cuit lies entirely under the memory array. Peripheral area is
estimated as D6 −D7, where D6 and D7 are die sizes of the
6th and 7th-genration chips. Consequently, we identify a free
space of 20.60 mm2 in the 7th-generation 4D V-NAND flash.
(Takeway 1) We leverage this unused area (20.60 mm2) to
integrate cryptographic engines supporting diverse algorithms.

B. Power Budget

Since a NAND flash chip receives only a limited amount of
power from the main power management IC of the SSD [126],
any cryptographic engine integrated into the unused space
of 4D V-NAND must stay within this power budget. If the
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proposed architecture exceeds this budget, it may degrade cell
reliability or performance due to thermal issues [64], [125].
Thus, we identify the power budget and ensure that crypto-
graphic engines operate safely within this limit. However, as
Samsung’s 7th-gen V-NAND power budget is undisclosed, we
estimate it based on the power budget of the 6th-generation
and the reported efficiency improvements in the 7th-generation.
Since block-level programming typically consumes the highest
power among NAND flash operations [18], [72], we use it as
the basis for power budget estimation. For 6th-generation V-
NAND, the programming power can be calculated as follows:

Pprogram = Iprogram · Vmax, (1)

where Pprogram denotes the programming power, Iprogram is
the programming current, and Vmax is the maximum oper-
ating voltage. Based on technical documents [46], [93], the
programming current and maximum operating voltage of the
6th-generation V-NAND are 13.8 mA and 3.6 V, respectively,
resulting in a power budget of 49.68 mW. The 7th-generation
V-NAND achieves 16% improvement in power efficiency over
the 6th generation [104]; thus, its power budget is estimated
to be 41.73 mW. (Takeway 2) Given this estimated budget,
we design the cryptographic engines to run in parallel under
the power constraint (41.73 mW) within the 4D V-NAND die.
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C. Reconfigurable Cryptographic Engine

One key design goal of FlashVault is supporting diverse
cryptographic algorithms through a versatile cryptographic
engine. To identify the fundamental cryptographic primitives
used across different schemes, we analyzed 17 block ci-
phers from the Botan library [11]; public-key cryptosystems
based on integer factorization and elliptic curve problems;
and PQC algorithms, including lattice-based and hash-based
schemes, from the liboqs library [81]. Table I summarizes
the key primitive operations used in widely adopted block
ciphers and public-key algorithms, and NIST-standardized
PQC schemes [75]. Our analysis reveals that block ciphers
are typically composed of five basic operations: modular
arithmetic, logical operations, permutation, substitution (S-
Box), and bitwise shift. PKC and PQC algorithms, on the
other hand, primarily rely on logical operations, bitwise shifts,
number-theoretic transforms, Keccak, modular arithmetic, and
comparison operations. (Takeway 3) Based on these observa-
tions, we develop a reconfigurable cryptographic engine that
supports diverse primitives, enabling FlashVault to efficiently
implement various algorithms within the NAND die.

D. Error Correction

NAND technology scaling has evolved beyond physical
scaling, transitioning from single-level cell (SLC) to triple-
level cell (TLC) designs. While multi-bit memory cells signif-
icantly increase storage density and reduce cost per bit, this
transformation has deteriorated the reliability characteristics
of NAND flash, particularly in terms of data retention and
endurance. Fig. 8-(a) shows the threshold voltage (Vth) distri-
butions of SLC and how they are affected by various error
sources. According to previous studies [50], [64], [65], [88],
[100], reading or programming a flash cell slightly increases
the Vth of adjacent cells by unintentionally injecting electrons
into their charge traps (i.e., cell-to-cell interference). In addi-
tion, the leakage of electron charges over time decreases the
Vth level (i.e., retention loss). As a result of these mechanisms,
the Vth level can drift across the reference voltage (VREF),
leading to bit errors. As shown in Fig. 8-(b), TLC has narrower
voltage windows for each state than SLC, and the technology
scaling further shrinks the size of these windows. To ensure
data reliability under such conditions, modern SSDs incor-
porate error correction codes (ECC) within their controllers.
Since FlashVault performs cryptographic operations directly

within the NAND chip, it is essential to correct bit errors in
advance to ensure only error-free data is encrypted. (Takeway
4) To support reliable in-NAND self-encryption, FlashVault
integrates error correction capabilities into the NAND flash
chip, allowing correction to take place on-chip.

V. FLASHVAULT ARCHITECTURE

In this section, we present an overview of the proposed on-
die self-encryption architecture, FlashVault. FlashVault inte-
grates cryptographic engines into the unused area of a NAND
flash chip. This strategic integration utilizes idle silicon,
distinguishing FlashVault from state-of-the-art SSDs. Fig. 9
illustrates the detailed architecture of FlashVault, comprising
(i) a control unit, (ii) a buffer unit, (iii) an interface unit, and
(iv) a cryptographic unit embedded in the unused die area.
1) Control Unit: FlashVault includes a control unit based on a
finite-state machine (FSM), which operates as a supplementary
unit to the SSD controller. It receives control signals issued
by the SSD controller firmware in response to host I/O
commands. Based on these signals, the FSM manages the
control flow and selects the appropriate hardware resources
and dataflow paths for each state.
2) Buffer Unit: The buffer unit comprises a 4 KB page and
cache buffers. The page buffer holds data directly sensed from
the vertically stacked memory array, while the cache buffer
mirrors this data. This double-buffering scheme enhances
I/O performance by allowing the cache buffer to forward
previously transferred data to downstream modules in parallel
with ongoing read or program operations in the page buffer.
3) Interface Unit: The interface unit arbitrates plane access
to the cryptographic units through an internal router. It tem-
porarily buffers incoming data from the buffer unit, aligns it,
and forwards it to the cryptographic unit via the input bus.
4) Cryptographic Unit: The core component of FlashVault
is the cryptographic unit, which consists of multiple crypto-
graphic engines. Each engine is configured as an array of block
cipher engines (BCEs) for symmetric encryption and an asym-
metric cipher engine (ACE) supporting PKC and PQC 3. When
FlashVault operates in self-encrypting mode, block ciphers
are executed for every I/O request. These algorithms allow
subword-level parallelism across multiple processing stages

3Block ciphers use the same secret key for both encryption and decryption,
whereas PKC and PQC use asymmetric key pairs comprising a public key for
encryption and a private key for decryption.
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Fig. 10. Schematic diagram of the Block Cipher Engine (BCE). Each BCE has five fundamental building blocks: arithmetic unit (AU), logical operation unit
(LOU), permutation unit (PU), shift unit (SU), and table unit (TU).

(i.e., each round in the cipher) [36]. Thus, FlashVault adopts
a SIMD-style array of 16 BCEs, enabling high throughput.
The ACE module is activated during signature generation and
verification. Since most cryptographic operations in PKC and
PQC, excluding hash computations, are performed sequen-
tially [55], FlashVault incorporates a single ACE module.

In addition to the cipher engines, the cryptographic engine
integrates auxiliary components to support full in-NAND cryp-
tographic functionality. Among them, a low-density parity-
check (LDPC) decoder performs error correction on data read
from the NAND array. Unlike conventional SSDs, which
perform error correction in the SSD controller, FlashVault
conducts in-situ correction within the NAND flash chip. For
this purpose, the LDPC decoder first corrects raw data errors
from the NAND array and then forwards the decoded data to
two dual-purpose register files: the Data Register File (DRF)
and the Cache Register File (CRF). FlashVault adopts the
LDPC decoder in [21], which uses a gradient descent bit-
flipping algorithm. It initializes all bits (i.e., variable nodes)
using a hard decision, which interprets the signal as 0 or 1. The
decoder then iteratively flips the bit with the lowest reliability
score, determined from the parity check results and NAND
read channel conditions. This process continues until all parity
constraints are satisfied or a predefined iteration threshold is
reached. Despite being based on a hard-decision architecture
with a rate-0.88 quasi-cyclic LDPC code, the decoder provides
error correction performance comparable to soft-decision de-
coders that use probabilistic signal interpretation.

As another auxiliary component, FlashVault includes a
Physical Unclonable Function (PUF)-based key management
engine (KME). This engine integrates a ring oscillator (RO)
PUF that leverages process-induced variations in oscillator
frequencies to generate a chip-unique bit pattern, which is used
as the root key [67]. The root key is then expanded by a key
derivation function (KDF) into symmetric session keys and
asymmetric key pairs. The KDF uses a secure hash function,

combining the root key with additional salt (i.e., a random
value) or context, producing keys with varying lengths and
formats, tailored to meet security requirements. The derived
keys are stored in the CRF and delivered to either the BCEs
or the ACE via the internal router.

VI. CIPHER ENGINE MICROARCHITECTURE

This section describes the core modules of FlashVault
building on the algorithmic analysis discussed in Section IV-C.

A. Block Cipher Engine (BCE)

As discussed in Section IV-C, we identify five fundamental
operations commonly used in block cipher algorithms: mod-
ular arithmetic, logical, permutation, S-Box, and shift opera-
tions. Accordingly, we implement five corresponding compute
units, that is, arithmetic, logical operation, permutation, shift,
and table, in the BCE. These units are reconfigurable to
support various block cipher operations. Fig. 10 shows the
microarchitecture of the BCE, which integrates these five units.
1) Arithmetic Unit (AU): Some block cipher algorithms
require modular addition and/or multiplication. To support
these operations efficiently, the AU features dedicated hard-
ware components: an adder, a multiplier, and two remainder
circuits. As illustrated in Fig. 10, the outputs of the adder and
multiplier can be routed either to the remainder circuits for
modular operations or directly to the output for non-modular
operations.
2) Logical Operation Unit (LOU): Block cipher algorithms
use the same key for encryption and decryption, performing
these operations through bitwise XOR between the key and
input data. The LOU supports XOR and extends to additional
operations such as OR, AND, NOT, and their combinations.
3) Permutation Unit (PU): Block cipher algorithms utilize
permutation operations to obscure the relationship between the
input (i.e., plaintext) and the output (i.e., ciphertext) during en-
cryption. The PU is equipped with two 32-bit Benes networks
to support this. These networks can either be combined to
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produce a single 64-bit permutation or operate independently
to generate two separate 32-bit permutation results.
4) Shift Unit (SU): Some block ciphers use shift operations to
increase the complexity of deducing key values from encrypted
data. For example, in AES, each row of a 4×4 data block
is shifted by a different offset to shuffle data locations [13].
The SU supports such operations and consists of two barrel
shifters. These shifters can be combined to support up to 64-bit
arithmetic, logical, and rotate shift operations.
5) Table Unit (TU): To obscure the statistical properties of
the plaintext, the S-Box maps input bits to corresponding
output bits using a predefined substitution table. We implement
the S-Box operation using lookup tables. Specifically, the TU
includes four S-Box units, each with a 256-entry byte-wide
lookup table. These tables primarily convert 8-bit input data
into 8-bit output values. For wider input data, multiple tables
can be combined to function as a single S-Box. For narrower
input data, a single table can perform substitution with zero-
padding on the most significant bits.

B. Asymmetric Cryptographic Engine (ACE)

Fig. 11-(a) depicts the structure of ACE, designed for digital
signature generation and verification. ACE integrates a Hash
ALU cluster for hash computations and two asymmetric cipher
ALUs for public-key and post-quantum cryptography.
1) Hash ALU Cluster: Digital signature algorithms typically
hash messages, then sign the resulting digest [22]. Hashing
enables efficient handling of arbitrary-length messages by
reducing them to fixed-size digests. Furthermore, certain PQC
schemes like SPHINCS+ [8] rely on hash functions as core
primitives. To support conventional signature hashing and
hash-based PQC, ACE integrates a dedicated Hash ALU
cluster. Hash functions are inherently parallelizable [6] as
they process input by dividing it into fixed-size blocks and
operating independently via tree hashing [6]. To support
this parallelism, FlashVault incorporates eight Hash ALUs to
accelerate the hashing process.

Fig. 11-(b) shows the block diagram of the Hash ALU,
which comprises four key components optimized for the
primitive operations used in cryptographic hash functions: (i)
a modular addition unit, (ii) a logic operation unit, (iii) a
permutation unit, and (iv) a shift unit. The modular addition

unit supports both standard and modular additions for hash
state updates. The logic operation unit supports bitwise opera-
tions such as XOR, AND, and NOT to introduce non-linearity
by disrupting linear relationships between input and output.
The permutation unit, based on a Benes network, reorders
bit positions to enhance diffusion. The shift unit supports
word-level (e.g., 32- or 64-bit) logical and circular shifts, as
commonly used in hash functions like SHA-2 [76].
2) Asymmetric Cipher ALUs: PKC and PQC computations
typically proceed sequentially, with each stage depending on
prior results, e.g., modular exponentiation, scalar multiplica-
tion, and NTT/FFT-based transforms. To efficiently support
this, ACE integrates two asymmetric cipher ALUs, which
include the arithmetic, logic, permutation, and shift units.
These units handle high-precision integer arithmetic, bit ma-
nipulations, and data transformations. While architecturally
similar to the Hash ALU, asymmetric cipher ALUs support
more diverse and complex arithmetic for PKC/PQC. That
is, the arithmetic unit includes extended functional blocks
beyond the modular addition unit of the Hash ALU, including
adders, multipliers, and modular operators. The arithmetic
unit adopts a fixed 64-bit integer datapath, zero-extending
narrower operands for alignment. For high-precision computa-
tions, operands are divided into 64-bit limbs (subwords), with
limb-wise computation involving carry propagation and cross-
limb alignment. The adder in the arithmetic unit is designed
with a carry-save structure to efficiently support multi-limb
accumulation. To reduce propagation delay, the multiplier
uses a Wallace tree [120] and the modular unit uses Barrett
reduction [54] with shifters and fixed-coefficient multipliers.

VII. ALGORITHM SELECTION AND RECONFIGURATION

To select a cryptographic algorithm in FlashVault, a user-
level application issues an ioctl() system call with the
desired algorithm identifier as an argument. This transfers an
NVMe command containing the feature data of the selected
algorithm to the system buffer in the kernel space. The device
driver then issues an nvme_set_feature command, which
updates control registers in the SSD controller. These registers
propagate a control signal to the FSM unit in FlashVault,
which interprets the selected algorithm and reconfigures the
cryptographic pipeline by enabling the necessary modules
and associated datapaths. This hardware-level reconfiguration
is performed dynamically at runtime, enabling FlashVault to
support diverse cryptographic algorithms without requiring
firmware updates or system reboot.

VIII. EVALUATION

A. Area and Power Analysis of FlashVault

1) Methodology: To evaluate the effectiveness of FlashVault,
we synthesized all components shown in Fig. 9 and performed
place-and-route (P&R) using Synopsys EDA tools at fast/fast
and slow/slow corners in a 65nm CMOS process. For low-
power design, we utilized the unified power format (UPF)
to implement power gating. Additionally, for dynamic power
minimization, we implemented clock gating at the RTL level.



TABLE II
AREA AND POWER OF THE HARDWARE COMPONENTS IN FLASHVAULT

Block Cipher Engine (Bottom Level)
Component Configuration Area [µm2] Power [mW ]

Arithmetic Unit 2 × Arithmetic Logic 1,263.15 0.10
Logical Operation Unit 2 × Logic Cell Block 99.93 0.02

Permutation Unit 2 × Benes Network 247.19 0.08
Shift Unit 2 × Barrel Shifter 205.83 0.05
Table Unit 2 × S-Box Unit 2,195.22 1.17

Total 4,2616.21 0.41
Asymmetric Cipher Engine (Bottom Level)

Component Configuration Area [µm2] Power [mW ]

Hash ALU Cluster 8 × Hash ALU,
1 Padding Unit

38,354.59
1,491.57

3.43
0.06

Asymmetric Cipher
ALU Pair (2 ACALUs)

2 × ACALU,
1 Padding Unit

13,540.39
1,605.35

1.65
0.08

Total 54,991.89 5.13
FlashVault (Top Level)

Component Configuration Area [µm2] Power [mW ]
Control Unit 1 FSM 399.24 0.09

Buffer Unit 1 Page Bufffer (4 KB),
1 Cache Buffer (4 KB) 9,024.34 1.12

Interface Unit 1 FIFO, 1 Router 2,538.33 2.31

Cryptographic Engine

1 LDPC Decoder 58,624.29 6.65
1 Key Generation Unit 2,321.01 0.21
2 × Registers (1 KB) 2,654.89 0.19

1 Output Register (512 B) 1624.79 0.13
1 Block Cipher Engine Array 64,180.91 6.63
1 Asymmetric Cipher Engine 54,991.85 5.13

Total 54,991.89 20.71

On-chip memories were instantiated using commercial mem-
ory IPs. Area was extracted using Synopsys IC Compiler
II [109] and consumed power was estimated using PrimeTime
PX [110] based on switching activity interchange format
(SAIF) generated from post-layout simulations with StarRC-
extracted parasitics [111]. To report results under more ad-
vanced technology assumptions, we scaled the area and power
consumption to 14nm technology node using scaling factors
from [40]. This node selection reflects the technology used in
recent commercial SSDs, which commonly adopt nodes in the
mid-10nm range, i.e., 14nm [25], [31], [61].
2) Analysis with Synthesized Results: Table II summa-
rizes the post-layout area and power of each submodule in
FlashVault. The control unit, buffer unit, and interface unit
occupy 399.24, 9,024.34, and 2,538.33 µm2, respectively, and
consume 0.09, 1.12, and 2.31 mW of power. In addition,
the cryptographic engine occupies 0.18 mm2 and consumes
18.87 mW . Placing cryptographic engines in parallel at the
die level enhances I/O throughput. Accordingly, we estimate
the maximum number of engines (N ) that can be integrated
within a 4D V-NAND chip as follow:

N = min

(⌊
Abudget

Aengine

⌋
,

⌊
Pbudget

Pengine

⌋)
, (2)

where Abudget and Pbudget denote the area and power budgets,
while Aengine and Pengine represent the area and power of
a single cryptographic engine. By using post-layout results
and budgets from Section IV-A and IV-B, we find that up
to two cryptographic engines can be integrated in parallel.
This translates to 32 BCEs, 16 Hash ALUs, and 4 asymmetric
cipher ALUs that can be integrated within the unused area of
a 4D V-NAND chip.

B. Experimental Setup for Architectural Evaluation

1) FlashVault Implementation: As described in Sec-
tion VIII-A, FlashVault integrates two cryptographic en-

TABLE III
SIMULATED SSD CONFIGURATIONS

Component Configuration

Controller Arm Cortex-R8 Processor (@ 1.5 GHz) [5]
16 Gb LPDDR3 [69]

Flash Memory
4 Channels, 4 Packages, 2 Dies, 4 Planes
682 Blocks, 128 Pages, Page Size = 4 KB
NV-DDR3, 1600 MT/s, 8-bit Channel Bus

Cryptographic Unit
2 Cryptographic Engines (@ 200 MHz)

(32 BCEs, 16 Hash ALUs, and 4 Asymmetric
Cipher Engines)

Timing Parmeters
tR = 45 µs, tPROG = 400 µs, tERASE = 2 ms

tPCBSY , tRCBSY = 3 µs,
Storage Stack Latency = 5 µs
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Fig. 12. (a) Program and (b) read latency breakdowns for various block
ciphers using CPU, NCP, and FlashVault (FV) with 256 KB input.

gines within the area and power budgets of Samsung’s 7th-
generation V-NAND. Based on this configuration, we evaluate
the in-die cryptographic performance. FlashVault is imple-
mented using SimpleSSD [32], incorporating the P&R results
in Table II and the system parameters in Table III.
2) Baseline Systems: We compare FlashVault with two base-
lines: (i) a Near-Core Processing (NCP) architecture and (ii) a
real-machine system (CPU + SSD). The NCP architecture uses
the same cryptographic engines as FlashVault with identical
configuration, but places them near the SSD controller instead
of inside the NAND die. Following recent NCP designs [49],
[62], [66], [85], our NCP baseline uses a device DRAM as
working memory for encryption. The real-machine system
performs encryption on the host CPU which follows the
hardware setup provided in Section III-B1.
3) Methodology:We modified the hardware abstraction layer
of SimpleSSD [32] to enable end-to-end latency estimation
for NVMe requests. To reflect the latency overhead of crypto-
graphic operations in FlashVault and NCP, we injected cycle-
level latency estimated from design-for-test (DFT) verification
using Synopsys tools into the I/O request handling path and
controller-side I/O processing path of SimpleSSD, respec-
tively. In addition, we modified the DRAM abstraction layer
in the NCP model to reflect the DRAM access latency during
cryptographic operations. The real-machine system follows the
methodology described in Section III-B1, with SSD latency
derived from baseline SimpleSSD (without cryptographic en-
gines) for fair comparison. Our evaluation uses the block
ciphers, PKC, and PQC algorithms listed in Section III-B as
benchmarks, assessed by varying the input sizes.
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C. Performance Evaluation

1) Block Cipher: Fig. 12 presents the latency of program
and read operations for 256 KB input data. Among the three
systems, encryption on the host CPU incurs the highest latency
due to data transfer and software overhead. The NCP archi-
tecture employs dedicated hardware near the SSD controller
and removes software stack overhead, resulting in average
latency improvements of 36.9% and 43.2% for program and
read operations, respectively, over the real-machine system.
FlashVault integrates cryptographic engines within the NAND
die and performs encryption directly without traversing the
DRAM, achieving additional latency reductions of 28.8% and
37.5%, on average, for program (with encryption) and read
(with decryption) operations, respectively, compared to NCP.
2) Signature Verification: Fig. 13-(a) presents the signature
verification latency for 10 MB and 15 MB firmware im-
ages. FlashVault achieves 1.9× and 1.3× lower latency, on
average, compared to the real-machine system and the NCP
architecture, respectively. Fig. 13-(b) shows the total latency
of secure boot, including boot code loading. As discussed
in Section III-A, commercial SSDs are typically required to
complete secure boot within 100 ms after power stabilization.
The host CPU–based verification fails to meet this constraint
for all algorithms across the tested firmware sizes. The NCP
architecture meets the constraint for all algorithms at 10 MB
but fails at 15 MB. In contrast, FlashVault completes secure
boot within 100 ms for all algorithms and image sizes, demon-
strating its capability to securely boot even large firmware
images used to support advanced features.
3) Signature Generation: Fig. 14 shows the signature gener-
ation latency for 1 KB and 10 KB inputs. FlashVault achieves

TABLE IV
LATENCY OF CRYPTOGRAPHIC OPERATIONS IN A STEADY-STATE SSD

Scheme Operation Input
Size

Cryptographic Algorithms
(Overall Latency [ms]; Overhead [%])

Block
Cipher

Program
(w/ Encrypt) 256 KB

3 DES (2.0; 31.7), HIGHT (1.7; 39.4),
IDEA (1.5; 46.6), Serpant (1.9; 35.3),

SM4 (1.3; 55.9), Camellia (1.3; 55.6), AES (1.3; 58.0)

Read
(w/ Decrypt) 256 KB

3 DES (1.6; 38.9), HIGHT (1.3; 53.2),
IDEA (1.1; 68.5), Serpant (1.5; 43.8),

SM4 (0.9; 92.9), Camellia (0.9; 90.1), AES (0.9; 96.2)

PKC
& PQC

Signature
Verification 15 MB

RSA 3072(13.5; 3.5), ECDSA 384 (13.5; 3.6),
Dilitium IV (13.6, 3.5),

Falcon 1024 (13.8; 3.5) , SPHINCS + (13.7, 3.5)

Signature
Generation 10 KB

RSA 3072(1.6; 116.7), ECDSA 384 (1.5; 154.0),
Dilitium IV (1.5; 155.3),

Falcon 1024 (2.2; 76.1) , SPHINCS + (9.5; 12.1)

2.9× and 3.1× lower latency on average than the real-machine
system for 1 KB and 10 KB, respectively. Anti-tamper log-
ging, a representative application of signature generation, is
typically required to complete within 2 to 15 ms in commer-
cial SSDs, as discussed in Section III-B4. Specifically, real-
time embedded systems typically require completion within
2 ms [99], while general-purpose systems tolerate up to 15
ms [1]. However, the real-machine system exceeds the latency
bounds of both systems when executing PQC algorithms. In
contrast, FlashVault meets the general-purpose latency bounds
for all PQC algorithms and satisfies the stricter embedded
constraint for all PQC algorithms except SPHINCS+. This
indicates that FlashVault supports most cryptographic algo-
rithms in both embedded and general-purpose environments.
Since the evaluation uses small input sizes representative of
typical log entries, the DRAM access overhead in the NCP is
negligible, resulting in a modest performance gain of 0.2 to
1.0% for FlashVault over NCP.
4) FTL Overhead: All prior evaluations were conducted
under best-case conditions, with the system freshly initialized
and no background FTL activities such as GC and WL. In
this state, the baseline FTL latency is approximately 4.6 µs
for a 1 KB input and increases sub-linearly with larger input
sizes. This trend is attributed to the proportional growth in
processing time for address translation and data buffering.
To assess the impact of GC and WL, we implemented a
steady-state environment in SimpleSSD [32] by filling the
SSD with dummy data and repeatedly overwriting random
locations. Table IV presents latency and best-case-relative
overhead under steady-state conditions, using the same inputs
and workloads as in the previous evaluation. For block ciphers,
program operations incur an average FTL overhead of 46.1%,
while read operations show a higher 79.3% overhead due to
the relatively short NAND read latency, which makes the FTL
more dominant in total latency. For public-key operations,
signature verification and signing show average overheads of
3.6% and 127.6%, respectively. The verification incurs min-
imal overhead, as cryptographic latency dominates, whereas
signing suffers from high overhead due to shorter execution
time and smaller inputs. SPHINCS+ deviates from the trend
in signing overheads due to substantial cryptographic latency,
which is caused by hash tree traversal and high computational
complexity. Although not shown in the table, verification with
a 10 MB input and signing with a 1 KB input result in average



GC/WL overheads of 5.6% and 87.6%, respectively.

IX. CONCLUSION

We present FlashVault, a novel in-NAND self-encryption
architecture that embeds reconfigurable cryptographic engines
directly beneath the 4D NAND flash, enabling secure data
processing with zero area overhead. By leveraging unused
silicon area under vertically-stacked flash cell arrays, Flash-
Vault supports diverse cryptographic algorithms, including
block ciphers, public-key cryptography, and post-quantum
cryptography, without relying on the host CPU. To enable
this reconfigurability, we thoroughly broke down compute
primitives in various cryptographic algorithms, so that the
cryptographic engine in FlashVault can support all required
primitives with reusable compute units. FlashVault achieves
1.46∼3.45× and 1.02∼2.01× performance gains over host-
based encryption and near-core processing architectures (i.e.,
with cryptographic engines placed near the SSD controller),
respectively, across diverse cryptographic algorithms.
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